
In: Journal of Logic, Language and Information, 1997.Counterfactuals and updates as inverse modalitiesMark RyanSchool of Computer Science. University of Birmingham, Birmingham B15 2TT,UK. mdr@cs.bham.ac.uk, http://www.cs.bham.ac.uk/~mdr.Pierre-Yves SchobbensInstitut d'Informatique, Facult�es Universitaires de Namur, Rue Grandgagnage 21,5000 Namur, Belgium pys@info.fundp.ac.be, http://www.info.fundp.ac.be/~pys.Abstract. We point out a simple but hitherto ignored link between the theoryof updates, the theory of counterfactuals, and classical modal logic: update is aclassical existential modality, counterfactual is a classical universal modality, and theaccessibility relations corresponding to these modalities are inverses. The RamseyRule (often thought esoteric) is simply an axiomatisation of this inverse relationship.We use this fact to translate between rules for updates and rules for counterfactu-als. Thus, Katsuno/Mendelzon's postulates U1{U8 are translated into counterfactu-al rules C1{C8 (table 7), and many of the familiar counterfactual rules are translatedinto rules for updates (table 8). Our conclusions are summarised in table 5.From known properties of inverse modalities we deduce that not all rules forupdates may be translated into rules for counterfactuals, and vice versa. We presenta syntactic condition which is su�cient to guarantee that a translation from updateto counterfactual (or vice versa) is possible.1. IntroductionBackground. An intuitive connection between theory change andcounterfactuals was observed by F. P. Ramsey [19], who proposed whathas become known as the Ramsey Rule:To �nd out whether the counterfactual `if A were true, then B wouldbe true' is satis�ed in a state S, change the state S minimally toinclude A, and test whether B is satis�ed in the resulting state.(Actually, Ramsey proposed the rule only for non-counterfactual con-ditionals, but the term `Ramsey Rule' is now taken to refer to counter-factuals too.)It was initially hoped that the AGM theory of belief revision [7,14] would provide the right notion of minimal change. However, theintuitively acceptable AGM postulates for belief revision are known tobe incompatible with the Ramsey Rule [6, 7].It turns out that the theory of updates proposed by Katsuno andMendelzon [11] is compatible with the Ramsey Rule [9]. Updates, likerevisions, are a formalisation of theory change; but whereas revisionsare intended to model changing beliefs about a �xed world, updates are1



2 Mark Ryan and Pierre-Yves Schobbensintended to model a changing world. The di�erence between the for-malisations of updates and revisions can be seen in terms of postulates;for example, the AGM postulateA � B = A ^B if A ^B is consistentis accepted for revisions, but rejected for updates. The di�erence canalso be seen in terms of operations on models; in revision, we measurethe distance to the models of the old theory as a whole, while in updatewe measure the distance to them pointwise. The intuition behind thiscrucial di�erence (expanded upon in section 3.1) is that in updateswe want to change total states of the world, whereas in revisions wechange partial descriptions of it. Though they were discovered morerecently, updates are conceptually simpler than revisions, because ofthis pointwise character.Our contribution. We capitalise on the realisation that updates arethe right notion of theory change for the Ramsey rule. We show thatthe standard treatments of updates (e.g. [11]) is a system of multi-modal logic. Furthermore, this modal logic bears a particular relation-ship with the modal logic of counterfactuals [22, 13, 17]: it has theinverse accessibility relation. It is therefore appropriate to present asingle modal logic, with positive and negative modalities; the positivemodalities (used for updates) refer to the accessibility relation R, andthe negative ones (used for counterfactuals) refer to the relation R�1.The Ramsey rule turns out to be an axiomatisation of the inverserelationship between the two sets of modalities.We work out the correspondence properties of the accessibility rela-tion for the standard rules for updates and counterfactuals (tables 4and 6), and we provide a systematic translation of rules for updatesinto rules for counterfactuals, and conversely (theorem 14). The paperextends two previous papers [21, 20].Structure. The paper is arranged as follows. Section 2 contains pre-liminaries about modal logic and (inverse) accessibility relations. Insection 3, we show that updates and conditionals are systems of multi-modal logic, and that they have inverse accessibility relations. In section4, we show that this is equivalent to the Ramsey rule, and we trans-late the standard rules for update into conditional logic rules, and viceversa. Conclusions are in section 5.
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Counterfactuals and updates as inverse modalities 32. PreliminariesThis section sets our notation and provides background technical detailsabout the version of multi-modal logic we will use, and about inversemodalities. The modally-expert reader can skim it quite fast.2.1. Multi-modal logicWe assume a propositional language L with atomic propositions p; q; r; : : :and connectives ^;_;:;!;$;2;3;2;3. The unary connectives bindmost tightly, then ^;_, and !;$ bind least tightly. The modal con-nectives take two arguments; if A;B are formulas then so are 2AB,3AB, 2AB, 3AB. (The formula 3AB will later be read as the resultof updating B by A; the formula 2AB will be read as the counterfactual`if A were the case, B would be the case'. The other two modal formulasare their duals.) The set L is the set of atomic formulas p; q; r; : : :; theset L is the set of all formulas over L.The semantics of multi-modal logic with inverses is given as follows.A model M = hW;R; V i of the multi-modal language L is a set W ofworlds, an accessibility relation R � P(W ) �W �W and a valuationV : L! P(W ).The relation 
 of satisfaction between a model M = hW;R; V i, aworld x 2W and a formula A is de�ned inductively on A as follows.x 
M p i� x 2 V (p)x 
M :A i� x 6
M Ax 
M A ^B i� x 
M A and x 
M Bx 
M 2AB i� for each y 2W , RjAj(x; y) implies y 
M Bx 
M 2AB i� for each y 2W , RjAj(y; x) implies y 
M BThe missing connectives _, !, $, 3, 3 are de�ned by similar (stan-dard) clauses. As can be seen, 2;3 are like 2;3 except that they referto the inverse accessibility relation.In the context of a modelM , jAj is de�ned to be fx 2W j x 
M Ag.The subscript on 
M will usually be dropped in order to make thenotation lighter.The model M satis�es the formula A, written M 
 A, if x 
M Afor each x 2 W . A frame F = hW;Ri consists of a set of worldsand an accessibility relation. Such a frame F satis�es A, written F 
A, if for each valuation V , we have hW;R; V i 
 A. A formula A isvalid, written j= A, if it is satis�ed by every frame. A formula A issatis�able in a model M if jAj 6= ;. The formula A over L is complete
counter.tex; 23/12/1996; 11:53; no v.; p.3



4 Mark Ryan and Pierre-Yves Schobbensw.r.t. M = hW;R; V i if there is precisely one x 2 W with x 
 A. IfA1; A2; : : : ; An; B are formulas, the ruleA1 A2 : : : AnBholds in a frame F if: for all V , if M 
 Ai for each i then M 
 B,whereM = hF; V i. Notice that this is weaker than asserting the axiomA1^ : : :^An ! B, but stronger than asserting `if each Ai is valid, thenB is valid'. The double-barred rule A==B holds in F if for allM = hF; V i,M 
 A i� M 
 B.This multi-modal logic is not the straightforward one discussed in [8]and [18], because the indices are formulas. However, our modalities arenot quite the binary modalities found in [25], because they treat the twoarguments A and B in quite di�erent ways (and, for example, :2AB isequivalent to 3A:B, but not to 3:A:B as in [25]). Nevertheless, ourde�nitions also seem natural, and as will be seen, they are right for ourapplication.2.2. Inverse modalitiesInverse modalities have already been used in modal logics: in lineartemporal logic, they are the past modalities. Table 1 summarises theirintuitive meaning. These inverse modalities should not be confused withthe dual modalities, nor with the inverse of the dual (which is of coursedual of the inverse).Not all modalities have intuitively interesting inverses. Temporaland dynamic modalities do, but epistemic and doxastic modalities donot. If one interprets 2B as `I believe B', then 2B seems to say: `in allsituations where my beliefs admit the current situation, B is true'.In later sections, we discover that the counterfactual modality hasan interesting inverse: its inverse is (the dual of) update.2.2.1. Axiomatising inverse modalitiesHow can we axiomatise the link between 2 and 2? There are twoways. The �rst is to add a pair of axioms (whose monomodal versionsare already known from temporal logic [8, ex. 6.1]). The second way isthe Ramsey Rule.Theorem 1 (Folklore) Assume 2;3 are interpreted by the accessi-bility relation R and 2;3 are interpreted by S in a frame F .The following are equivalent:1. For each T �W , RT = S�1T .
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Counterfactuals and updates as inverse modalities 5Table 1. Modalities, their inverses and dualsmodality inverse dual inverse dual2B 2B 3B 3Bhenceforth B up to now, B eventually B once upon a time,Btomorrow B yesterday B tomorrow B yesterday Bany executionof program Pin the currentstate results ina state satisfy-ing B if P has just beenexecuted, thestarting state sat-is�ed B there is an exe-cution of pro-gram P in thecurrent statewhich results ina state satisfy-ing B
P could have justexecuted in a statesatisfying B

2. F satis�es the following axiom schemes (each of which is also givenin its dual form):(1) B ! 2A3AB 3A2AB ! B(2) B ! 2A3AB 3A2AB ! B:3. F satis�es the following rule (which is also given in its dual form):B ! 2AC======== RR3AB ! C 3AC ! B======== RRdC ! 2AB :(The proof of this and all other theorems is given in the Appendix.)Observe that with the reading we will give to 2 and 3, the rule RRexactly expresses the Ramsey rule for counterfactuals. 2AC is read as`if A were true, then C would be true; 3AB is read as the update of Bby A; so the rule states that the counterfactual `if A, C' is supportedin a state B i� the state obtained by updating B with A supports C.Notice that formulas are used to denote both pieces of information and(descriptions of) states.[Aside. Those knowledgeable about category theory may like to seethe rule of Theorem 1(3) as an adjunction between pre-orders. The pre-order in question is P(W ) (given a �xed modelM = hW;R; V i) orderedby inclusion. For any �xed A, 2A and 3A may be considered as the
counter.tex; 23/12/1996; 11:53; no v.; p.5



6 Mark Ryan and Pierre-Yves Schobbensfollowing monotonic operators on the preorder:3AS = fx 2W j 9y 2 S RjAj(x; y)g2AS = fy 2W j 8x 2W (RjAj(x; y)) x 2 S)gand we have S � 2AT i� 3AS � T .]2.3. Other preliminariesIf (X;�) is a pre-ordered set (i.e. � is a re
exive and transitive orderingon X) and Y � X, then Min�(Y ) is the set of �-minimals in Y , i.e.Min�(Y ) = fy 2 Y j 8x 2 Y: x 6< yg.If R is a relation in W �W , then R(a) = fb 2 W j R(a; b)g andR�1(b) = fa 2W j R(a; b)g.3. Updates and counterfactualsOur aim in this section is to show that updates and conditionals aresystems of modal logic, having inverse accessibility relations to eachother. In 3.1 we clarify the di�erence between `update' and its cousin`revision'. In 3.2 we show that updates are existential modalities. Thisenables us to look at correspondence properties, in the style of [23].In 3.3 we recall the known result that counterfactuals are universalmodalities, and see that the accessibility relation is the inverse of theone for updates. We recall some known correspondence theory, and useit to relate rules for update with rules for counterfactuals.3.1. Updates vs revisionsThis paper concerns the notion of `update'. It is related to the notionof belief revision, and shares some properties. Indeed, there has been ahistorical confusion between the two notions. They di�er in motivation,however, and they have some important technical di�erences. Beforefocussing on updates, we brie
y recall the di�erences between updateand revision.The need for di�erent notions was pointed out in [12]. Updates areintended to model a world which changes, while revisions are intendedto model a static world, about which one's information changes. In[11] new postulates for updates were proposed. These postulates aresimilar to those for revisions [7] and are presented in Table 2. In thelast column, we have indicated the name used in revision.Katsuno/Mendelzon use � as an in�x operator; q � p means q updat-ed by p. It may appear surprising that the two arguments of � are the
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Counterfactuals and updates as inverse modalities 7Table 2. Update postulates according to Katsuno/Mendelzon [11], using their syntax.They use � as an in�x operator; q � p means q updated by p.name postulate name[11] [7]U1 q � p! p K*2U2.1 q ! p implies q ! q � pU2.2 q ! p implies q � p! q K*4wU3 q � p satis�able, if p; q satis�able � K*5U4.1 q $ r implies q � p$ r � pU4.2 q $ r implies p � q $ p � r K*6U5 (q � r) ^ p! q � (r ^ p) K*7U6 q � p! r; q � r! p imply q � p$ q � rU7 q complete implies (q � p) ^ (q � r)! q � (p _ r)U8 (q _ r) � p$ (q � p) _ (r � p)
same syntactic type (namely, formulas), since one usually expects statesto be updated by formulas. The explanation is that q is a formula denot-ing a set of states, and q � p is the formula denoting the resulting setof states after each of them has been updated by p.Comparing the update postulates and the standard AGM postu-lates [7], one sees that updates and revisions have much in common,explaining the historical confusion. The fundamental di�erence betweenthe two notions may be seen by looking at the representation theoremsassociated with each of them, rather than the postulates. [In the fol-lowing two theorems, jAj is the set of valuations making A true; thus,KM and AGM work on speci�c frames where valuations are in bijectionwith worlds.]Theorem 2 ([7]) � is a revision operator i�jB �Aj = Min�jBj(jAj)where �jBj � W �W is a preorder of closeness to B (x �S z meansthat x is at least as close to the set of worlds S as z is).Theorem 3 ([11]) � is an update operator i�jB � Aj = [y2jBjMin�y(jAj)where �y �W �W is a preorder of closeness to y (x �y z means thatx is at least as close to the world y as z is).
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8 Mark Ryan and Pierre-Yves SchobbensThus, while revisions measure closeness to jBj as a whole, updatesmeasure closeness to each element of jBj individually. This is the reasonfor which, in [10], updates are referred to as pointwise revisions. Thejusti�cation for the pointwise character can be explained in terms ofthe changing-world motivation behind updates. Suppose the world isin a state satisfying p_ q. Suppose now a change is made, whose resultguarantees :p. Belief revision would tell us that the resulting statemust satisfy :p ^ q, which is equivalent to the conjunction of theseformulas; it says that whenever the conjunction is consistent, then it isthe result of the revision. Updates, however, argue that if all we hadwas p_ q, then the world either satis�ed p or it satis�ed q. Consideringthese cases independently, we see that after :p is imposed the worldsatis�es :p in the �rst case, or :p^ q in the second. As we don't knowwhich of the two cases it was, all we can be sure about now is that itsatis�es the disjunction, namely :p.3.2. Updates are existential modalitiesSuppose we write 3AB instead of B � A. Looking at the representationtheorem for updates given above, it is easy to see that it can be writtenx 
 3AB i� there exists y s.t. RjAj(x; y) and y 
 Bin the multi-modal model M = hW;R; V i, where W is the set of valu-ations and the relation R is given byRS(x; y), x 2 Min�y(S):This fact shows that updates are an existential modality, and justi�esthe decision to write 3AB instead of B � A. We can therefore think ofKatsuno/Mendelzon's U1-U8 as multi-modal axioms and rules. Theyare presented as such in Table 3.Katsuno/Mendelzon's theory of updates may be seen as a particularmulti-modal logic, the one generated by the axioms and rules of Table 3.To guarantee the classical properties of a modality, we should alsohave necessitation: B2ABTheorem 4 Necessitation follows from the axioms and rules in Table 3.A corollary of our observation that update is an existential modalityis that the Katsuno/Mendelzon theory represents one particular logic ina hierarchy, whose intuitive base level is weaker, being a minimal normal
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Counterfactuals and updates as inverse modalities 9Table 3. Update postulates rewritten as modal logic rulesname [11] rewritten asU1 3AB ! AU2.1 B ! AB ! 3ABU2.2 B ! A3AB ! BU3 :3AB:B if A satis�ableU4.1 B $ C3AB $ 3ACU4.2 B $ C3BA$ 3CAU5 3AB ^ C ! 3A^CBU6 3AB ! C 3CB ! A3AB $ 3CBU7 B complete implies 3AB ^ 3CB ! 3A_CBU8 3A(B _ C)$ 3AB _3ACmodal logic. One could consider stronger or weaker logics, according toapplications.Some of the rules in Table 3, namely U4.1, U4.2 and U8, are auto-matically valid, simply by virtue of the modal semantics:Theorem 5 The rules U4.1, U4.2 and U8 hold in any frame.The other rules are valid if we suitably constrain the accessibilityrelation. As usual within the framework of modal logic, we can studythe `correspondence properties' on R imposed by an axiom or rule.Theorem 6 A rule in Table 3 holds in a frame F = hW;Ri i� R hasthe corresponding property stated in Table 4.
counter.tex; 23/12/1996; 11:53; no v.; p.9



10 Mark Ryan and Pierre-Yves SchobbensTable 4. Correspondence conditions for the update rulesname property of RR1 RS(x; y) implies x 2 SR2.1 y 2 S implies RS(y; y)R2.2 y 2 S and RS(x; y) imply x = yR3 S 6= ; implies 8y9x:RS(x; y)R5 x 2 S and RT (x; y) imply RS\T (x; y)R6 R�1S (y) � T and R�1T (y) � S imply R�1S (y) = R�1T (y).R7 RS \RT � RS[TCompare correspondence theorems for standard modal logic, e.g. [18,x5.2], [8, theorems 1.12, 1.13],[23]. The proofs (given in the Appendix)follow the usual pattern in correspondence theory. In the ( direction,we add to the frame hW;Ri an arbitrary valuation V to form the mod-el M = hW;R; V i, and show that the constraint on R is enough toguarantee that the rule is satis�ed in M . In the ) direction, we makea judicious choice of the valuation and an instance of the scheme, toshow that the constraint on R must hold.Notice that these conditions are second-order, and (unlike the casefor mono-modal logic) none of them can be reduced to �rst order con-ditions. This is because the R is always indexed by a set.Note that the `pointwise character' of updates is crucial in theirability to be represented as an existential modality: it implies to thedistribution of 3 over _ (U8). Revisions are not existential modalitiesin this sense. (Revisions may however be analysed as modalities in arather di�erent sense, for example [4, 24].)3.3. Counterfactuals are universal modalitiesAccording to [22, 13, 17], the counterfactual `if A was the case, thenB would be the case' may be interpreted by: \In all closest worldssatisfying A, we �nd that B holds." It is well-known that counterfac-tuals have the properties of classical universal modalities [3, 13]. Thecounterfactual `if A was the case, then B would be the case' holds ata world x if B holds in all y in Min�x jAj. But this relation betweenx and y is simply the inverse of the relation RjAj given at the begin-ning of section 3.2. So counterfactuals and updates are inverses (at thelevel of accessibility relations), and duals (since updates are existentialmodalities, while counterfactuals are universal). In terms of our logic,
counter.tex; 23/12/1996; 11:53; no v.; p.10



Counterfactuals and updates as inverse modalities 11the counterfactual sentence `if A was the case, then B would be thecase' can be written 2AB.Slogan: Counterfactuals are the inverse dual of updates.Updates are the inverse dual of counterfactuals.One can perform the same analysis as we did for updates, namely,the correspondence theory for standard rules for counterfactuals. Muchof this is known, but tends to be scattered in the literature, and oftenthe semantic conditions are not put into one-to-one correspondencewith the axiom schemes. We have collated results from many sourcesin Tables 5 and 6.These tables show that several authors have re-discovered axiomschemes under di�erent names, including ourselves! They also shows thecorrespondence between some update rules and counterfactual rules,obtained by noticing that they correspond to the same semantic con-dition on the relation. This is the topic of the next section.Note that we are choosing to work with the Kripke accessibility rela-tion R, while many authors cited in Table 5 use the selection functionf . Of course, the relation between them is trivial, and which one isused is merely a matter of convention or personal preference. RjAj(x; y)expresses that x is closest among jAj to y, while f(A; y) selects exactlythose x's. We therefore have x 2 f(A; y) i� RjAj(x; y), and may writef(A; y) = R�1jAj(y).As a convention, we will use the leftmost names from the table in theremainder of the paper. Note that our assumption that counterfactualsare normal modalities renders some postulates in the table (e.g. ID, RIin the �rst row) equivalent, though these are sometimes distinguishedin the literature.4. Inter-translating systems for counterfactuals and updates4.1. Via the correspondence conditionsWe have observed that rules for updates correspond to particular prop-erties of the accessibility relation R, and similarly for counterfactuals,whose rules correspond to properties of the inverse relation R�1. Thisgives us a criterion for identifying a particular rule for updates and arule for counterfactuals.Example 7 The update axiom scheme U1, 3AB ! A, correspondsto the semantic condition RS(x; y) implies x 2 S (theorem 6). The
counter.tex; 23/12/1996; 11:53; no v.; p.11



12
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Table 5. The correspondence between update rules and counterfactual rules. The table has three major columns (theminor subcolumns show how di�erent authors give di�erent names to the same thing). The �rst column shows the nameof an update axiom scheme or rule, the third column shows the name of the corresponding counterfactual rule. The secondcolumn shows the name of the condition on the accessibility relation.Update rule semantic condition Counterfactual rule[11] here here [16] [3] [16, x12] [3] [2] [1] [7, x7.2] [5] [15]U1 R1 CS1 id C1 ID ID A0, B0 ID, RI A4 G4 RCEU2.1 R2.1 CS2.1 mp C2.1 MP MP D1(b) MP A5 G7 A4U2.2 R2.2 CS2.2 C2.2 CS D1(a) CS A6 G6 CSU3 R3 C3U5 R5 C5U6 R6 CS4 C6 CSO B3 CE A8 CSOU7 R7 C7U CS3 CS3 C CS3UV CS5 CV AS G9 CVU A3 R A3 A3 ASCU SDA R SDA cm0 SDA, SA CM0 S�, WAUA RA cc0 CA CC0 A4 AD G8 A7UN0 RN0 cn0 CN0U MOD R MOD MOD MODUEM REM CEM CEMU Tr R Tr TrU Contr R Contr ContrUt3 Rt3 t3Ut4 Rt4 t4UB2 RB2 B2UB4 RB4 B4UD0 RD0 D0UD00 RD00 D00UD0 RD0 D0UA1 RA1 A1UA2 RA2 A2URT RRT RT, A6U Triv R Triv Triv
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Counterfactuals and updates as inverse modalities 13Table 6. Correspondence conditions for counterfactuals.Counterfactual rule Condition on accessibility relationC1 2AA R1 RS(x; y) implies x 2 SC2.1 2AB ! (A! B) R2.1 y 2 S implies RS(y; y)C2.2 A ^B ! 2AB R2.2 y 2 S and RS(x; y) imply x = yC3 :2A? if A satis�able R3 S 6= ; implies 8y9x:RS(x; y)C5 2C^AB ! 2C(A! B) R5 x 2 S and RT (x; y) imply RS\T (x; y)C6 2AC ^ 2CA!(2AD$ 2CD) R6 R�1S (y) � T and R�1T (y) � Simply R�1S (y) = R�1T (y)C7 B complete implies2A_C:B ! 2A:B _2C:B R7 RS \ RT � RS[TCCS3 2A?! 2C:A CS3 R�1S (y) = ; ! R�1T (y) \ S = ;CV 2AB ^ :(2A:C)! 2A^CB CS5 R�1T (y) \ S = ; _ R�1T\S(y) � R�1T (y)A3 2AB ^ 2AC ! 2A^BC RA3 R�1S (y) � T ! R�1S\T (y) � R�1S (y)SDA 2A_A0B ! 2AB cm0 S � T ! RS � RTCA 2AB ^ 2A0B ! 2A_A0B cc0 RS[T � RS [RTCN0 2?A cn0 R; = ;MOD 2:AA! 2BA RMOD if R�1:S(y) � S;R�1T (y) � SCEM 2AB _ 2A:B RCEM R�1S is a (partial) functionTr 2AB ^ 2BC ! 2AC RTr R�1S (y) � T ! R�1S (y) � R�1T (y)Contr 2AB ! 2:B:A RContr if R�1S (y) � T;R�1WnT (y) � St3 2AB ! (2AC $ 2A^BC) Rt3 if R�1S (y) � T;R�1S (y) = R�1S\T (y)t4 2AB ! (2BC $ 2A_BC) Rt4 if R�1S (y) � T;R�1T (y) = R�1S[T (y)B2 2AB ! 2A_C(B _ C) RB2 if R�1S (y) � T;R�1S[U(y) � T [ UB4 B ! A;A ^ C ! B2AC ! 2BC RB4 S \ U � T � S and R�1S (y) � Uimply R�1T (y) � UD0 2A_B:A!2A_C:A _2C_B:C RD0 if R�1S[T (y) \ S = ; thenR�1S[U (y)\S = ; or R�1T[U (y)\U = ;D00 2A_BA _2A_BB RD00 RCEM and R1D0 :2>? RD0 R�1W (y) 6= ;A1 2A^:B(A! B)!(2:AA! 2:BB) RA1 if R�1TnS(y) \ T n S = ; andR�1S (y)\S = ; then R�1T (y)\T = ;A2 2A^:B(A! B)! 2AB RA2 R�1SnT (y) \ S n T = ; ! R�1S (y) � TRT 2A^BC ^ 2AB ! 2AC RRT R�1S (y) � T ! R�1S (y) � R�1S\T (y)Triv 2AB ! 2A^:B(A! B) RTriv if R�1S (y) \ T = ; thenR�1S\T (y) \ (S \ T ) = ;
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14 Mark Ryan and Pierre-Yves Schobbenscounterfactual axiom scheme 2AA known as ID corresponds to thesame semantic condition:F 
 2AA , 8V; x; y (R�1jAj(x; y)) y 
 A), 8x; y (R�1S (x; y)) y 2 S), 8x; y (RS(x; y)) x 2 S)Indeed, U1 and ID intuitively say the same thing.Using the criterion, we can look for a counterfactual rule whichcorresponds to an update rule, or vice versa.Example 8 The update rule U2.1B ! AB ! 3ABcorresponds to the semantic condition y 2 S implies RS(y; y). As ithappens, this semantic condition is equivalent to the same conditionon R�1, so it corresponds to the counterfactual ruleB ! AB ! 3ABThis rule may be more simply stated as 2AB ! (A ! B) (known asMP in the literature) [for proof, see appendix].Example 9 U6 , C6. Let's �rst work out the correspondence condi-tion R6 for U6.F satis�es 3AB ! C 3CB ! A3AB $ 3CB U6 (1), [b
BR�1jAj(b) � jCj [b
BR�1jCj(b) � jAj[b
BR�1jAj(b) = [b
BR�1jCj(b) , all V (2), R�1jAj(b) � jCj R�1jCj(b) � jAjR�1jAj(b) = R�1jCj(b) , all V (3), R�1S (b) � T R�1T (b) � SR�1S (b) = R�1T (b) R6 (4)
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Counterfactuals and updates as inverse modalities 15From 1 to 2: recall F satisfying the rule means that any M = hF; V isatisfying the top also satis�es the bottom; recall that M satis�es animplication if the worlds satisfying the antecedent are contained inthose satisfying the consequent; and the worlds satisfying 3AB areSb
B R�1jAj(b).From 2 to 3: The direction 2 ) 3 is by taking the special casejBj = fbg. For the other direction, we use the fact that for any setsSi; T , we have Si2I Si � T i� for each i, Si 2 T . From 3 to 4: Thedirection 4) 3 is immediate, since, given V , jAj, jBj are just particularsets. For the reverse direction, if we are given S; T we pick atomic A;Cand choose V such that V (A) = S, V (C) = T .Now we must �nd a corresponding update rule. Let's `guess' that itis C6 := 2AC^2CA! (2AD $ 2CD), and verify that it correspondsto the same condition on R.x 
 2AC ^2CA! (2AD $ 2CD), (R�1jAj(x; y)) y 
 C) ^ (R�1jCj(x; y)) y 
 A))([R�1jAj(x; y)) y 
 D], [R�1jCj(x; y)) y 
 D]) (2), R�1jAj(x) � jCj ^R�1jCj(x) � jAj ) R�1jAj(x) = R�1jCj(x) (3)3 comes from 2 because D is arbitrary. So U6 and C6 both correspondto R6.Experience can make the guessing easier! However, in the next sec-tion we describe a more deterministic way of doing the translation.Theorem 10 The update rules U1-U8 translate to the counterfactualrules given in table 7.Notice that this modal logic perspective gives us a spectrum of coun-terfactual logics (any selection of the rules de�nes a logic), and also aspectrum of update logics; and these spectra are put into one-one cor-respondence by the set of constraints they imply on R.In the opposite direction, we have taken standard counterfactualrules in the literature, and worked out the corresponding update rulesin Table 8.4.2. Via the Ramsey ruleThe proof of the equivalence between update and counterfactual rulescan be performed� either by going via the accessibility relation R, as in the examplesabove;
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16 Mark Ryan and Pierre-Yves SchobbensTable 7. Counterfactual rules corresponding to the update rules U1{U8name counterfactual rule name[16, x12]C1 2AA IDC2.1 2AB ! (A! B) MPC2.2 A ^B ! 2AB CSC3 :2A? if A satis�ableC5 2C^AB ! 2C(A! B)C6 2AC ^ 2CA! (2AD $ 2CD) CSOC7 B complete implies 2A_C:B ! 2A:B _ 2C:B
� or by working directly with the axioms of theorem 1(2); or, equiv-alently, the Ramsey Rule (or its dual) in theorem 1(3).Here we do it working directly with the axioms and rules.Example 11 U1 , C1. Using the Ramsey rule, U1: 3AB ! A trans-lates immediately into B ! 2AA. But this can be further simpli�ed,to 2AA. [Note: B ! 2AA and 2AA are not logically equivalent, butthey are `frame' equivalent, as was shown in example 7. This meansthey are equivalent axiom schemes.]Example 12 U5 , C5.`)'3C2C^AB ^A! 3C^A2C^AB U53C2C^AB ! (A! 3C^A2C^AB) equiv.3C2C^AB ! (A! B) by (1)2C3C2C^AB ! 2C(A! B) Nec,K2C^AB ! 2C(A! B) by (2)`('2A^C3A^CB ! 2A(C ! 3A^CB) C5B ! 2A(C ! 3A^CB) by (2)3AB ! (C ! 3A^CB) by RR3AB ^ C ! 3A^CB equiv.
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Counterfactuals and updates as inverse modalities 17Table 8. Update rules corresponding to some counterfactual rulesCounterfactual rule Update ruleCCS3 U CS3 :3AB:(3CB ^A)A3 U A3 3AC ! B3A^BC ! 3ACSDA U SDA 3AB ! 3A_A0BCA UA 3A_A0B ! 3AB _3A0BCN0 UN0 :3?>MOD U MOD 3:AB ! A3CB ! ATr U Tr 3AD ! B3AD ! 3BDContr U Contr 3AC ! :B3BC ! :At3 Ut3 3AC ! B3AC $ 3A^BCt4 Ut4 3AC ! B3BC $ 3A _BCB2 UB2 3A_BC ! B _3ACB4 UB4 B ! A;A ^ C ! B;3AD ! C3BD ! CD0 UD0 :3>A:AA1 UA1 3A^:BC ^A! B;3:AC ! A3:BC ! BA2 UA2 3A^:BC ^A! B3AC ! BRT URT 3AC ! B3AC ! 3A^BCTriv UTriv 3AC ! B3A^:BC ^A! BProving the equivalence of update rules and counterfactual rules bythe Ramsey rule can be mechanised to some extent. We present syntac-
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18 Mark Ryan and Pierre-Yves Schobbenstic criteria on counterfactual rules which allow them to be translatedto update rules, and conversely, using the Ramsey Rule.De�nition 13 We say a formula is `2-simple' if it is formed from arbi-trary non-modal formulas and the operators 2 and ^, where all sub-scripts of 2 are non-modal.A rule of inference is 2-simple if:� its premises are implications whose antecedent is non-modal andwhose consequent is 2-simple; and� its conclusion is an implication whose antecedent and consequentare 2-simple.Dually, 3-simple formulas are formed from non-modal formulas andthe operators 3 and _, where all subscripts of 3 are non-modal. A ruleis 3-simple if:� its premises are implications whose antecedent is 3-simple andwhose consequent is non-modal; and� its conclusion is an implication whose antecedent and consequentare 3-simple.2-simple, 3-simple formulas and rules are de�ned similarly.Theorem 14 Any 2-simple counterfactual inference rule can be trans-lated into a 3-simple update inference rule (and conversely) using theRamsey Rule.The proof is an algorithm performing the translation. For read-ability, we treat 2-simple rules; the three other cases are similar. We�rst massage the conclusion for application of the Ramsey Rule, byintroducing a fresh meta-variable, say X, and replacing the conclusionS1 ! S2 by the equivalent rule: X!S1X!S2 . Then we iterate the followingsteps for each premise and the conclusion, now all of the form N ! S,where N does not contain 2:� if S contains no 2, we are done;� if S has an outermost 2, we use the Ramsey rule to replace N !2MT by the equivalent 3MN ! T ;� if S has an outermost ^, we distribute N ! S1 ^ S2 into N ! S1,N ! S2
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Counterfactuals and updates as inverse modalities 19We eventually obtain an equivalent3-simple rule, which can sometimesbe further simpli�ed.Note that the conditions of Theorem 14 are quite liberal, since:� an axiom is a rule with no premises� any formula can be regarded as an implication with antecedent >� it allows nesting of modalities, though not in subscripts. This free-dom is more than is needed, since classical rules contain no modalnesting.Example 15 All of the counterfactual rules of Table 6 are 2-simple,except CV, CEM, D0, D00, C3, C7.Example 16 Let us see how this works in the case of counterfactualaxiom Tr from Table 8.2AB ^2BC ! 2AC () X ! 2AB X ! 2BCX ! 2AC() 3AX ! B 3BX ! C3AX ! C() 3AX ! B3AX ! 3BXThe rules C3 and C7 are simple if we ignore the side conditions; andthis is safe if we factor them out of the proof. This is done for C3 inthe proof of theorem 10 in the appendix.For the remaining rules that are not simple, namely CV, CEM, D0,D00 one possibility would be to follow Katsuno/Mendelzon by allowingpremises about whether formulas are complete or satis�able (cf. U3,U7). Then the counterparts can be writtenB compl. 3AB ^ C sat. UV3A^CB ! 3AB B compl. UEM3AB compl.D compl. 3A_BD ! :A 3A_CD ^A sat. UD03B_CD ! :CUD00 is simply UEM+U1.
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20 Mark Ryan and Pierre-Yves Schobbens5. ConclusionsThe link between counterfactual and updates, often considered as eso-teric, is only the usual link between a relation and its inverse; counter-factuals can be considered as a universal modality, and update as itsinverse existential modality.Update rules are thereby translated into counterfactual rules, andvice versa. We found that some, but not all, of the counterfactual coun-terparts to U1-U8 are known in the counterfactual literature; and,symmetrically, the translation from counterfactuals to updates givesus some known and some new rules in that �eld.Theorem 14 has proved very powerful, but probably does not coverall the cases when translation is possible. We would like to have an `i�'characterisation. It is somewhat fortuitous that it was possible to doall the translations we performed, since it is known in temporal logicthat there are easy examples of axioms using the `future' modalitiesfor which there is no equivalent using `past' modalities. One such is2(A ^ 2A ! B) _ 2(B ^ 2B ! A), whose correspondence conditionis forward-linearity: R(x; y) ^ R(x; z) ) R(y; z) _ (y = z) _ R(z; y).This condition cannot be expressed using 2;3; to prove this, we showit is not preserved under p-morphisms of frames by exhibiting twoappropriate frames.5.1. AcknowledgementsWe are grateful to Odinaldo Rodrigues, who co-authored an early draftof this paper [21]. We are also grateful to Johan van Benthem for hiscontinuing interest and his invitation to contribute to the Special Issue.Thanks also to the referees for ModelAge'96 Workshop, TARK'96,AAAI'96, ECAI'96, Natasha Alechina, So�a Guerra, Andreas Herzigfor their comments on various drafts of this paper. We also acknowledgeEsprit for partial funding under the WG ModelAge (8319). The �rstauthor also acknowledges the Nu�eld Foundation for partial support.AppendixA. Proofs of theoremsTheorem 1 Assume 2;3 are interpreted by the accessibility relationR and 2;3 are interpreted by S in a frame F .The following are equivalent:1. For each T �W , RT = S�1T .
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Counterfactuals and updates as inverse modalities 212. F satis�es the following axiom schemes (each of which is also givenin its dual form):(1) B ! 2A3AB 3A2AB ! B(2) B ! 2A3AB 3A2BA ! B:3. F satis�es the following rule (which is also given in its dual form):B ! 2AC======== RR3AB ! C 3AC ! B======== RRdC ! 2AB :Proof. Let hW; (S;R)i be a frame, where R is the accessibility rela-tion for 2;3, and S is the relation for 2;3.(1) 2) is straightforward.For (2 ) 1), suppose ST (x; y); choose the valuation V s.t. V (p) =fxg and V (q) = T ; then x 
 p, so by axiom (2) x 
 2q3qp so y 
 3qpso 9z;RT (y; z) ^ z 
 p: But by V , z = x, so RT (y; x). So ST � R�1T .The converse inclusion is similar, but uses axiom (1).(2 ) 3.) The axiom scheme (1) implies downward direction of therule:B ! 2AC by hyp3AB ! 3A2AC by K, MP3AB ! C by (1) dual formThe proof that the axiom scheme (2) implies the upward direction ofthe rule is similar.(3) 2.) The upward direction of the rule implies the axiom (1):3AB ! 3ABB ! 2A3AB RRdand the downward direction similarly implies (2).Theorem 4 Necessitation follows from the axioms and rules in Table 3.Proof. B:B $ ? U4.13A:B $ 3A? ? ! ? U2.23A? ! ?3A? $ ?3A:B $ ?:3A:B
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22 Mark Ryan and Pierre-Yves SchobbensTheorem 5 The rules U4.1, U4.2 and U8 hold in any frame.Proof. Take any frame F , and any valuation V . Let M = hF; V i.U4.1. Suppose M 
 B $ C and x 
 3AB. Then there exists y withRjAj(x; y) and y 
 B. But also, y 
 C, so x 
 3AC. The other halfis similar.U4.2. Suppose M 
 B $ C and x 
 3BA. Then there exists y withRjBj(x; y) and y 
 A. But also, RjCj(x; y), so x 
 3CA. The otherhalf is similar.U8. x 
 3A(B_C) i� 9y RjAj(x; y); y 
 B_C i� 9y1RjAj(x; y1); y1 
 Bor 9y2RjAj(x; y2); y2 
 C i� x 
 3AB _3AC.Theorem 6 A rule in Table 3 holds in a frame F = hW;Ri i� R hasthe corresponding property stated in Table 4.Proof.U1 , R1. `('. Let V be any valuation, and let M = hW;R; V i. Sup-pose x 
M 3AB. Let S = jAj, and take a y such that RS(x; y) andy 
 B. By R1, x 2 S, so x 
M A.`)'. SupposeRS(x; y) in the frame hW;Ri; pick V such that V (p) =S and V (q) = fyg. Since y 
 q, we have x 
 3pq; so x 
 p by U1,and x 2 S by def. of V .U2.1 , R2.1. `('. Suppose M 
 B ! A and x 
 B. Then x 
 A. Wehave x 
 3AB i� 9y s.t. y 
 B, and RjAj(x; y), which is true if weset y = x.`)'. Suppose y 2 S; we prove that RS(y; y). Let V be such thatV (p) = S and V (q) = fyg. It follows that M 
 q ! p, and there-fore, by U2.1, M 
 3pq. Since y 
 q, we get y 
 3pq. Therefore,9z 
 q s.t. RS(y; z). But V (q) = fyg. Thus, z must be y, andtherefore RS(y; y).Another style of proof is also possible, and is more immediate onceyou see how it works. The equivalence between U1 and R1 may be seenas follows. Let F = hW;Ri be a frame.F 
 3AB ! A, all A;B U1 (1), Sb
B R�1jAj(b) � jAj, all A;B; V (2), Sy2T R�1S (y) � S, all S; T (3), R�1S (y) � S, all S; y (4), RS(x; y) implies x 2 S, all S; x; y (5)
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Counterfactuals and updates as inverse modalities 23Notice the quanti�cation is carefully stated: A and B are `local' toeach line, and line 2 works for all valuations V . This quanti�cation onV allows us to pass to line 3: in the ) direction, whatever S; T are wecan pick V such that V (p) = S and V (q) = T , for example; while inthe ( direction, it is immediate by setting S = jAj and T = jBj. Thepassage from line 3 to 4 again works because S; T are locally quanti�ed.U2.2 , R2.2. `('. Suppose M 
 B ! A and x 
 3AB. Take y suchthat RjAj(x; y) and y 
 B. Since M 
 B ! A, y 2 jAj; so by R2.2,x = y; so x 
 B.`)'. Suppose y 2 S and RS(x; y). Let V be such that V (p) = Sand V (q) = fyg. It follows that M 
 q ! p, and therefore, byU2.2, M 
 3pq ! q. Since y 
 q, x 
 3pq, so x 
 q, so x = y (bydef. of V ).U3 , R3. `('. Take any valuation such that A is satis�able in M .Assume M 
 :3AB. Take any y; we will show y 
 :B. By R3,exists x such that RjAj(x; y). Since M 
 :3AB, then x 
 :3AB,so we have y 
 :B.`)'. Suppose S 6= ; and y is given. Take V such that V (p) = Sand V (q) = fyg. So p is satis�able, and M 6
 :q, since y 
 q.Therefore, by U3, M 6
 :3pq, so exists x such that x 
 3pq. Thenthere is a z with RS(x; z) and z 
 q. But by choice of V , z = y; soRS(x; y).U5 , R5. `('. Suppose x 
 3AB ^ C. Since x 
 3AB, 9y 
 B,RjAj(x; y). By R5, RjAj\jCj(x; y) and thus x 
 3A^CB.`)'. Suppose x 2 S and RT (x; y). Pick V such that V (p) = S,V (q) = fyg, and V (r) = T . Then y 
 q and RT (x; y) imply thatx 
 3rq. Since x 
 p, by U5 x 
 3r^pq. Therefore, 9y0 s.t y0 
 qand RS\T (x; y0). But y0 must be y, since V (q) = fyg, so RS\T (x; y).U6 , R6. See example 9 in the text.U7 , R7B complete implies 3AB ^3CB ! 3A_CB U7 (1), B complete impliesSb
B R�1jAj(b) \Sb
B R�1jCj(b) � Sb
B R�1jAj[jCj(b) (2), R�1jAj(b) \R�1jCj(b) � R�1jAj[jCj(b) (3)
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24 Mark Ryan and Pierre-Yves Schobbens, R�1S (y) \R�1T (y) � R�1S[T (y) (4), RS \RT � RS[T (5)2 ) 3 by setting B = fbg. 3 ) 2 by completeness of B! 3 ) 4because we can choose arbitrary valuations; 4) 3 by setting S; Tto be jAj; jCj.Example 8 (Last part.) The counterfactual ruleB ! AB ! 3ABmay be more simply stated as 2AB ! (A! B) (known as MP in theliterature).Proof. From left to right:A ^ :B ! A hyp.A ^ :B ! 3A(A ^ :B) prop. of diamondA ^ :B ! 3A:B equiv.2AB ! (A! B)and right to left:B ! AB ! A ^B 2A:B ! (A! :B) [hyp.] equiv.A ^B ! 3ABB ! 3ABTheorem 10 The update rules U1-U8 translate to the counterfactualrules given in table 7.Proof. The proofs for U1, U2.1 and U6 are given in examples 7, 8, 9respectively. The proof for U5 is given using the method of section 4.2in example 12. The other proofs may be constructed similarly. For C3and C7, we factor out the side condition. For example, for C3, assumethat A is satis�able; we show the equivalence between :3AB:B (U3) and
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