
Defaults and Revision inStructured Theories�Mark RyanyAbstractStarting from a logic which speci�es how to make de-ductions from a set of sentences (a `
at theory'), a wayto generalise this to a partially ordered bag of sentences(a `structured theory') is given. The partial order isused to resolve con
icts. If � occurs below  then  isaccepted only insofar as it does not con
ict with �.We start with a language L, a set of interpretationsMand a satisfaction relation 
 �M� L. The key ideais to de�ne, for each structured theory, a pre-order oninterpretations. Models of the structured theory arede�ned to be maximal interpretations in the ordering.They are shown to exist if the logic hL;M;
i is com-pact.A revision operator is de�ned, which takes a struc-tured theory and a sentence and returns a structuredtheory. The consequence relation has the properties ofweak monotonicity, weak cut and weak re
exivity withrespect to this operator, but fails their strong counter-parts.1 IntroductionOrdering sentences in a theory presentation may beused to specify how con
icts between sentences are re-solved. This idea has applications in arti�cial intelli-gence (default reasoning) as well as in software spec-i�cation. We show how to �nd consequences of suchstructured theory presentations and how to revise themwith new and potentially con
icting information whileretaining consistency. Most of the paper is devoted tothe question of how to reason with structured theorypresentations.This paper is entirely about �nite sets of sentences,possibly with structure. Perhaps it would be more cor-rect to call them \theory presentations". Structured�A shorter version of this paper appeared in the proceedingsof the IEEE conference on Logic in Computer Science, Am-sterdam, July 1991. This revision is dated 14 September 1991.yDepartment of Computing, Imperial College, LondonSW7 2BZ. E-mail: mdr@doc.ic.ac.uk. Phone: +44 71 589 5111ext. 5074.

theories should also then be called \structured theorypresentations", but this is too long-winded. Therefore,`theory' and `structured theory' are used to abbreviate`theory presentation' and `structured theory presenta-tion'.The paper is arranged as follows. First we give ex-amples of the intended behaviour of structured theo-ries (section 2). Then, in section 3, the logical set-ting is introduced. Section 4 is the main section, andis about the de�nitions required to produce the de-sired behaviour, and their properties. Section 5 showshow to revise structured theories with new and pos-sibly con
icting information, and discusses propertiesof the revision operator. Next, in section 6, we makecomparisons with other work on defaults and theoryrevision. Finally, some applications are outlined in thelast section.2 Motivating examplesIntuitively, a structured theory is a �nite set of sen-tences equipped with a partial order (but because thesame sentence can occur several times, each in a dif-ferent place of the ordering, the formal de�nition ismore complicated (see section 4)). If the sentences aremutually consistent then it is safe to ignore the par-tial order. The models of such a structured theory arejust the models of the set of sentences. But if the sen-tences con
ict, sentences lower in the ordering are tobe treated as having greater weight or priority. Thisdoes not mean that a sentence high in the orderingcan be ignored, even if it con
icts with sentences be-low it; some `components' of it may still be needed indetermining the models of the theory. One of the prin-ciple aims of this paper is to formalise this notion ofcomponent. The following examples illustrate this dis-cussion, showing the intended behaviour of structuredtheories. The reader can check them against his or herintuitions. All of them work out successfully in thetheory described in this paper. For each example, �rstwe give the structured theory; then the 
at theory towhich it is equivalent.1



Example 2.1 p6:p � :pThis theory says: we want :p (remember, the bot-tom sentences are the most important), and, subjectto that, we want as much of the import of p as possi-ble. Since p is atomic, we can't extract anything of itwhich does not con
ict with :p, so all we can deduce is:p. But note, this analysis is not valid if p is replacedby an arbitrary �, as example 2.2 shows.Of course, the partial order is important here. If it wasthe other way around, the structured theory would beequivalent to p; if the two sentences were incomparablein the ordering, nothing interesting could be deduced::p6p � p; (p :p) � >The left-hand equation shows that p dominating :p isequivalent to p. On the right, we see that if p and:p are incomparable in the order then we must remainagnostic about p. The idea is to extract what we canfrom a structured theory without allowing contradic-tions. Notice that this means that a structured theoryin which all the sentences are incomparable is not thesame as the 
at theory formed from the same sentences.Example 2.2 p^q6:p_:q � p$:qThis is similar to the �rst example, since :p_:q isidentical to :(p^q) in the underlying logic (classicalpropositional logic in this case). We want :(p^q), andsubject to that we want as much of p^q. What we canhave is either p or q but not both.Example 2.3 p^q6:p � :p^qWe want :p, and subject to that, as much of p^q aspossible. p^q does con
ict with :p, so we can't have itall. But we can have the q component. Of course theordering is signi�cant:

:p6p^q � p^q; (:p p^q) � qExample 2.4 p_q6:q � p^:qHere, since p_q and :q are consistent with each other,we can simply have them both and it doesn't matterhow they are ordered::q6p_q � p^:q; (:q p_q) � p^:qExample 2.58x: p(x)69x::p(x) � 9x: (:p(x)^8y: (x6=y!p(y)))Of course, the ordering matters. If the two sentences8x: p(x) and 9x::p(x) are incomparable in the order-ing, then one can conclude that there is one elementwhose claim to the property p is disputed, but that allother elements have the property p.(8x: p(x) 9x::p(x))� 9x: 8y: (x6=y!p(y))Example 2.6p qI@ @ @ @ � � � ��:(p^q) � p$:qThere seems no reason to treat this di�erently fromexample 2.2. In general, is it possible to squash treesinto linear orders in this way? The following exampleanswers this question negatively.Example 2.7p :p^qI@ @ @ @ � � � ��r � q^r2



It is not possible to reduce non-linear partial orders tolinear ones by zipping them up with ^s, since?6r � rThe intuitions for non-linear partial orders seem to de-pend on whether the branches share non-logical lan-guage or not. This is important in speci�cation theoryapplications (section 7).These examples serve as a benchmark for the develop-ment of the system for dealing with structured theoriesgiven in this paper. The other important criterion toapply to a system of structured theories is that of in-dependence of the underlying logic. This means thatthe system should not change the meanings of the con-nectives or introduce hacks which interfere with themechanism of the underlying logic. Rather, it shouldbe de�ned `on top' of it. For example, substitution oflogical equivalents at any point of a structured theoryshould not change its meaning, as mentioned in thediscussion of example 2.2.3 PrerequisitesThe de�nitions we give in section 4 apply to any logicwhich is given in terms of language interpretations anda satisfaction relation, subject to being able to de�nethe standard notion of positive and negative occur-rences of non-logical symbols. Such logics include clas-sical, intuitionistic and modal logics, in their proposi-tional and predicate forms; Horn clause logic; equa-tional logic, action logic and a host of others. Wekeep to this level of generality (that of concrete institu-tions|see [3]) for most of this paper as far as the def-initions and results are concerned. The examples aremostly from classical propositional and classical pred-icate logic.In this section, some standard de�nitions are given towhich it will be useful to refer later.De�nition 3.1 A language L is (i) a �nite set of log-ical connectives, (ii) a (possibly sorted) collection ofnon-logical symbols and (iii) a set of rules for form-ing L-sentences. L considered as a set is the set ofL-sentences.De�nition 3.2 A interpretation system hM;
i for alanguage L is a set M of interpretations and a relation(called satisfaction) 
 � M� L.Example 3.3 (Classical propositional logic) Lhas (i) the connectives f^;_;!;$;:;?;>g; a set

atoms(L) of propositional atoms; and (iii) the follow-ing rules for sentence formation: if p 2 atoms(L) and �and  are sentences then >, ?, p, :�, �^ , �_ , �! and �$ are all sentences. M consists of assignmentsof truth values to propositional atoms; ifM 2M thenM : atoms(L) ! ft; fg. The satisfaction relation isde�ned in the standard way:M 
 >M 6
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  )Example 3.4 (Classical predicate logic) L has (i)each of the connectives of example 3.3 plus f8; 9g; (ii) aset of predicate symbols, each with an arity n > 0, a setof function symbols, also each with an arity n > 0, anda set of variables; and (iii) the following rules for termformation, formula formation, and sentence formation:� if x is a variable, f a function symbol with arityn and t1; : : : ; tn are terms then x and f(t1; : : : ; tn)are terms.� if t1; : : : ; tn are terms, p a predicate symbol witharity n, and � and  are formulas and x is avariable then p(t1; : : : ; tn), >, ?, :�, �^ , �_ ,�! , �$ , 9x: � and 8x: � are formulas.� if � is a formula with no free variables (standardde�nition) then � is a sentence.Each M 2 M has (a) a domain of individuals DM ;(b) for each predicate symbol p with arity n, a subsetM [[p]] of DnM (which means DM � : : :�DM , n times);(c) for each function symbol f with arity n a functionM [[f ]] from DnM to DM ; and (d) for each variable x anelement M [[x]] of DM .M [[� ]] is extended to terms byM [[f(t1; : : : ; tn)]] =M [[f ]](M [[t1]]; : : : ;M [[tn]])for each function symbol f with arity n.For each variable x of L, an equivalence relation �x �M �M is de�ned as follows: M �x N if DM = DNand for each predicate symbol p and function symbolf , M [[p]] = N [[p]] and M [[f ]] = N [[f ]] and for each vari-able y with the possible exception of x, M [[y]] = N [[y]].That is to say,M and N are alike in every way exceptpossibly in how they assign the variable x.3



The satisfaction relation is de�ned as follows: if � is ofthe form >, ?, :�, �^ , �_ , �! , or �$ , thenM 
 � according to example 3.3. Otherwise,M 
 p(t1; : : : ; tn) ifhM [[t1]]; : : : ;M [[tn]]i 2M [[p]]M 
 8x: � ifN 
 � for each N s.t. M �x NM 
 9x: � ifN 
 � for some N s.t. M �x NWe now return to standard de�nitions and a result:De�nition 3.5 A (
at) theory over a language L, oran L-theory, is a set of L-sentences.Notice that, as already mentioned, we do not requiretheories to be consequence-closed sets of sentences.De�nition 3.6 Let � be a theory. Then M 
 � ifM 
 � for each � 2 �.De�nition 3.7 � is a consequence of �, or � entails�, written � � �, if for each M 2 M, M 
 � impliesM 
 �.Simple though these de�nitions are, there are some wellknown consequences.Proposition 3.8 Let L be a language and � the conse-quence relation de�ned from an interpretation systemhM;
i. The following properties hold of �:1. Inclusion: �; � � �2. Monotonicity: � �  �; � �  3. Cut: �; � �  	 � ��;	 �  As usual, �;	 and �; � abbreviate �[	 and �[f�grespectively. The horizontal rule means: if the topsequent holds then so does the bottom one.The last standard de�nition to consider is that of pos-itive and negative occurrences of non-logical symbolsin formulas. The exact de�nition depends on the con-nectives and their interpretations.Example 3.9 Let L, M and 
 be classical proposi-tional logic (example 3.3) with p 2 atoms(L).� p occurs positively in p.� If p occurs positively (negatively) in � then it oc-curs negatively (positively) in :�.� If p occurs positively (negatively) in � or in  thenit occurs positively (negatively) in �^ and �_ .

� If p occurs negatively (positively) in � or posi-tively (negatively) in  then it occurs positively(negatively) in �! .� If p occurs at all in � or  then it occurs bothpositively and negatively in �$ .� p does not occur in either > or ?.Example 3.10 In the case of predicate logic, if p isa predicate symbol and t1; : : : ; tn are terms then p oc-curs positively in p(t1; : : : ; tn). Each of the clauses forthe propositional connectives above applies. Moreover,if p occurs positively (negatively) in � then it occurspositively (negatively) in 8x: � and 9x: �.4 Consequence for Structured theoriesThe purpose of this section is to de�ne satisfaction forstructured theories, so that consequence for structuredtheories can be de�ned by de�nition 3.7. As before weassume we are working with a �xed language L andinterpretation system hM;
i.Intuitively, a structured theory is a �nite collection ofsentences equipped with a partial order. But to coverthe case that the same sentence occurs several times indi�erent places in the theory, it is necessary to posita `carrier set' on which the order is de�ned and whosepoints are labelled by sentences.De�nition 4.1 A structured theory � over a languageL is a tuple hX;6; F i where1. X is a �nite set (the carrier set).2. 6 is a partial order on X.3. F is a function mapping X to L-sentences.The letters � and 	 were used for \
at" theories (def-inition 3.5); we shall use � and � for structured theo-ries.The intuitive meaning of the ordering is: if x 6 y thenthe sentence F (x) has greater priority (or more in
u-ence) than F (y). This information is used when F (x)and F (y) con
ict.We want to de�ne the models of a structured theory,that is, to extend the satisfaction relation to structuredtheories analogously to its extension to 
at theoriesin de�nition 3.6. Let � = hX;6; F i be a structuredtheory over hL;M;
i. If all the sentences of � aremutually consistent, then the models of � are just themodels of that set of sentences. The interesting case iswhen sentences in � are inconsistent with each otherand we have to use the ordering to resolve the con
ict.In this case we cannot hope to satisfy all the sentences4



but models of � should satisfy as many of them aspossible, taking account of their ordering.The technique to be adopted is to order interpretationsof L according to �, so that those higher up the order-ing are better at satisfying �. This ordering is writtenv�. M v� N means N is at least as good as M atsatisfying �. Models of � are then taken to be theinterpretations which are maximal according to v�.The remainder of this section is structured as follows.In subsection 4.1, we establish the need for anotherfamily of orders on M, one for each sentence �. Theordering corresponding to � is written v�. Subsec-tion 4.2 deals with examples and the de�nition of thisordering. In subsection 4.3, v� is de�ned in terms ofv�. The existence of models of structured theories isshown in subsection 4.4. Finally, subsection 4.5 sum-marises the de�nitions.4.1 First ideasAs we have said, the task is to de�ne an ordering v� interms of a structured theory �. Models of � are thende�ned to be the maximal elements of this ordering.The main question addressed in this paper is how v�is de�ned. If � were not itself ordered, this task wouldbe easier. For example, one might say M v� N ifN satis�es all the sentences of � that M does. But� is ordered, and our de�nition must take account ofthat. Consider again the interpretations M and N . IfM v� N , but there is a sentence � in � such that Msatis�es � and N does not, then there must be a moreimportant sentence  which is satis�ed by N but notby M . Thus we might be tempted to de�ne v� asfollows:Proposal 4.2 M v� N if 8x 2 X:M 
 F (x) andN 6
 F (x) implies 9y 6 x:M 6
 F (y) and N 
 F (y).To see that this is wrong, consider the structured the-ory given in example 2.3. In terms of de�nition 4.1, thisis the structured theory hX;6; F i in classical proposi-tional logic with the propositional atoms fp; qg, givenby:� X = f1; 2g with 1 6 1, 1 6 2 and 2 6 2� F (1) = :p and F (2) = p^qGraphically it is represented in �gure 1(i). In such\theory" diagrams, the arrows mean 6; an arrow fromF (x) to F (y) means x 6 y. A model of this theory is aninterpretation which satis�es :p and as much of p^q asit can. Let hM;
i be the usual interpretation systemfor this logic (see example 3.3). An interpretationM ofM is speci�ed by whether it satis�es the atoms p and

p^q6:p(i) 01600611610(ii) 00; 01611610(iii)Figure 1: A structured theory and candidate interpre-tation orderingsq. Let us write 10 for the interpretation which satis�esp but not q; 11, 01 and 00 are de�ned analogously.Intuitively we expect the interpretation 01 to be theonly model of �. To see this, notice that it must beeither 00 or 01 since :p is the most important sen-tence of �. Of these two 01 is better at satisfying �overall because, while neither of them satisfy p^q, itat least satis�es half of p^q. Further reasoning alongthese lines results in the conclusion that �gure 1(ii)is the correct interpretation ordering for the theory inquestion. There, the arrows mean v�.But since neither of the interpretations 01 and 00 fullysatisfy p^q, and proposal 4.2 just looks at what sen-tences are satis�ed by the various interpretations, theproposal cannot distinguish between 01 and 00. In fact,according to the proposal v� is the order given in �g-ure 1(iii). 01 and 00 are both maximal in this ordering,so both would be models of � according to the proposal.The problem is that we were not able to take accountof the fact that, while neither 01 nor 00 satisfy p^q, 01is actually better at it than 00; at least it satis�es q,which is a consequence of p^q. This thought leads us tothe idea that, given a sentence and an interpretation,there is more we can say than whether the interpreta-tion satis�es the sentence or not. We can compare twointerpretations as to the degree to which they satisfythe sentence.This intuition, about degrees of satisfaction, is for-malised in the following subsection. The idea is tode�ne an ordering v� on interpretations (for each sen-tence �) and use that to de�ne v�. In subsection 4.3we return to the question of ordering interpretations togive models of structured theories.4.2 Ordering interpretations by a singlesentenceGiven a sentence � and an interpretation M , we areinterested in how well M satis�es �. If M 
 �, then5



this is the best one could hope for;M satis�es � to thefullest possible extent. But ifM 6
 �, all is not lost. Itmay still satisfy some of the consequences of �.Before considering possible de�nitions for v�, it isworth looking at some examples to see how it shouldbehave. The reader can check that the maximal inter-pretations for each sentence are precisely the modelsof the sentence according to the underlying logic. Theaim of v� is to order the interpretations which do notsatisfy � according to how nearly they do.Example 4.3 Consider again classical propositionallogic with the atoms fp; qg. The interpretations aref00; 01; 10; 11g as before. If � is p^q then v� is asfollows: 11� �� I@ @01 10I@ @ � ��00The point is that even if an interpretation doesn't sat-isfy p^q, it can do better than :p^:q.Example 4.4 If � is just p, then v� is as follows:10; 11600; 01Either a model satis�es p or it doesn't. Notice that ingeneral v� is a pre-order, i.e. re
exive and transitive,but not necessarily antisymmetric. For here, 10 and 11are equivalent as far as satisfying p is concerned, butthey are not equal.Example 4.5 If � is > or ?, then the ordering is justthe one in which everything is equivalent, for no modelis any better at satisfying > (or ?) than any other. Inthe case of > it is because they all satisfy it. In thecase of ? it is because, while none satisfy it, neither isany model any better than any other.Example 4.6 The ordering according to :p is simplythat of p turned upside down:00; 01610; 11But the ordering for :(p^q) (or, equivalently, :p_:q)bears little resemblance to that for p^q:

00; 01; 10611It should be clear that the ordering is only concernedwith the interpretations which fail to satisfy the sen-tence in question.Example 4.7 This example shows the behaviour inclassical predicate logic. Suppose the language con-tains the single unary predicate p, and � is 8x: p(x).Then the ordering v� looks roughly like this:1=1; 2=2; 3=3;4=4; 1; 0=16� � � �*� �� I@ @YH H H H0=1 1=2 2=3 3=4 1; 1=16 6 6 60=2 1=3 2=4 1; 2=16 6 ...0=3 1=4 1;1=16 ...0=4 1;1=1...0;1=1`Roughly', because there are many bits missing. Nota-tion: m=n denotes the class of interpretations with nelements of which m satisfy p. m1;m2=1 denotes thatclass with in�nitely many elements of which there arem1 satisfying p and m2 not.Example 4.8 If � is 9x: p(x):m=n if m>0m1;m2=1 if m1>06� � � �*� �� I@ @YH H H H0=1 0=2 0=3 ... 0;1=1The intuition to be gained from these examples is thefollowing. The degree to which an interpretation sat-is�es a sentence has something to do with the conse-quences of the sentence which it satis�es. For example,while 10 does not satisfy p^q it at least satis�es p,which is a consequence. In example 4.7 the same anal-ysis applies. 2=3 more nearly satis�es 8x: p(x) than6



1=3, for it satis�es a consequence of 8x: p(x) which thelatter fails, namely:9x1x2x3: (x1 6=x2^x2 6=x3^x3 6=x1)!9y1y2:(y1 6=y2^p(y1)^p(y2))which says `if there are three elements in the domainthen there are two elements in the domainwhich satisfyp': Thus one might consider the following de�nition forv�:Proposal 4.9 M v� N , if for each  ,� �  ) (M 
  ) N 
  )However, one can immediately see that not all the con-sequences of � are appropriate to take into account inthe de�nition of v�. Consider again example 4.3. p,p$q and q are all consequences of p^q, but none ofeach other. Therefore proposal 4.9 gives the followingfor vp^q : 116� � � �� I@ @ @ @01 00 10This is wrong according to example 4.3. Indeed, itturns out that under this de�nition v� always has aheight of just 2. To be precise, if v� is de�ned in thisway and the underlying logic has the property that foreach interpretation there is a sentence which picks itout uniquely up to isomorphism(classical propositionallogic over a �nite language has this property), thenM v� N implies N 
 � or M = N . To see this,suppose M v� N and let � be the sentence whichcharacterises M . Since � � �_� and M 
 �_�, itmust be that N 
 �_�, i.e. N 
 � or N =M .The problem is that not all the consequences of �should be taken into consideration in deciding whetherM vp^q N . In the case of p^q, only the consequencesin boxes are appropriate. >6� � � �� I@ @ @ @p_:q p_q :p_q6 6� � � ��I@ @ @ @ � � � ��I@ @ @ @p p$q q6I@ @ @ @ � � � ��p^q

What distinguishes these consequences of p^q is thatthey are monotonic in p and q. That is to say, if amodel M satis�es such a consequence  , then so doesthe modelN obtained fromM by increasing the `exten-sion' of p or of q. To de�ne this we need to de�ne pos-itive and negative occurrences. As stated previously,we assume that these are given by the underlying logic(examples 3.9 and 3.10).De�nition 4.10 If � is an L-sentence and p a non-logical symbol in L,1. � is monotonic in p if it is equivalent to a sentencein which p does not occur negatively.2. � is anti-monotonic in p if it is equivalent to asentence in which p does not occur positively.3. �+ and �� are the sets of symbols in which � ismonotonic and anti-monotonic respectively.The justi�cation for this terminology is as follows. Onemay de�ne the extension of a non-logical symbol p in amodel to be the set of tuples or worlds which satisfy pin the model. (In the propositional case, if p is true in amodel then its extension is de�ned to be the singletonf�g, otherwise it is ?.) Extensions are naturally or-dered by inclusion. Let us write M 6p N if M and Nare exactly alike except that N has possibly a greaterp-extension than M . It follows that � is monotonic inp i� (M 6p N ) (M 
 � ) N 
 �)), i.e. increasingp-extension in a model preserves �-satisfaction. Simi-larly, � is anti-monotonic in p i� (N 6p M ) (M 
 �) N 
 �)).Thus, the monotonicities of � is a pair h�+; ��i of setsof non-logical symbols such that, if in any model of �the extension of any symbol of the �rst set is increased,or the extension of any in the second set is decreased,the resulting interpretation is still a model of �.Example 4.11 Let (L;M) be classical propositionallogic over fp; qg. � �+ ��>;? fp; qg fp; qgp fp; qg fqgq fp; qg fpgp^q; p_q fp; qg ?p!q fqg fpgp$q ? ?De�nition 4.12 A consequence  of � is a naturalconsequence (written � �\  ) if it preserves the mono-tonicities of �:� �\  if � �  , �+ �  + and �� �  �7



Example 4.13 The relation �\ among the ordinaryconsequences of p^q is shown below.>6� � � ��� � � � � � � � � �� KA A A A A A A A A AI@ @ @ @p_:q p_q :p_q�̂��I@ @ @ @ ����� � � � ��p p$q q���I@ @ @ @ ����� � � � ��p^qThus: p^q �\ p and p^q �\ p^q, but p^q 6�\ p$q andp 6�\ p_q. Moreover, ? �\ � i� � = ? or � = >.Natural consequence is something like relevant conse-quence; it stops us adding irrelevant disjuncts in ourconclusions. In passing, note the following propertiesof �\:� Exchange; Contraction; Re
exivity.� Monotonicity: if lang(�) \ lang( ) = ? and � �\ then �; � �\  � Cut: if lang(�) \ lang(	) = ? and �; � �\  and	 �\ � then �;	 �\  .Finally we can de�ne v�. The de�nition is just likeproposal 4.9, but with �\ instead of �.De�nition 4.14 M v� N , if for each  ,� �\  ) (M 
  ) N 
  )Proposition 4.15 For each L-sentence �, v� is a pre-order.Proof Re
exivity is obvious. For transitivity, supposeL v� M v� N , and let  be such that � �\  andL 
  . Then, since L v� M , M 
  . And sinceM v� N , N 
  . ~We �nish this subsection with a few de�nitions andresults to reassure us that everything is according toplan:De�nition 4.161. M @� M 0 if M v� M 0 and M 0 6v� M .2. M �� M 0 if M v� M 0 and M 0 v� M .3. M is v�-maximal if for every N 2M, M 6@� N .4. M is v�-maximum if for every N 2M, N v� M .

Lemma 4.17 M is v�-maximum i� (M 
 � or � =?).Proof (If) If � = ? then every interpretation is v�-maximum. If M 
 � then M 
  whenever � �\  .Therefore, N v� M for any N .(Only if) Suppose � 6= ? and M 6
 �. We show thatM is not v�-maximum. Let N 
 �. We show thatM @� N . (i) M v� N , since by �rst part N is v�-maximum. (ii) N 6v� M , since � �\ �, N 
 � andM 6
 �. ~Lemma 4.18 If M 6
 � and N 
 � then M @� N .Proof (i) M v� N since N is v�-maximum bylemma 4.17. (ii) N 6v� M , for � �\ �, N 
 � andM 6
 �. ~4.3 Ordering interpretations by a struc-tured theoryNow �nally we can de�ne the interpretation orderinginduced by �. The de�nition captures the 
avour ofproposal 4.2, which is that if a sentence in � makes the`wrong' choice of two interpretations then there is asentence with greater priority which makes the `right'choice. But now, the choice that the sentence � makesis determined by v�. First some notation: vx shallabbreviate vF (x); similarly for �x and @x.De�nition 4.19 M v� N if for each x 2 X, M 6vx Nimplies there exists y 6 x such that M @y N .More notation: M @� N i� M v� N and N 6v� M ;M w� N i� N v� M ; M A� N if N @� M .Lemma 4.20 M v� N i� 8x 2 X: (M 6vx N implies9y 6 x:M @y N and 8z < y:M �z N ).Proof (If) Immediate. (Only if) Suppose M v� Nand M 6vx N for some x. Let X 0 = fy 2 X jM @y Nand y 6 xg. X 0 6= ? since M v� N , and X 0 is �nitesince X is �nite. Let y be a minimal point in X 0.Then M @y N , and if z < y then z 62 X 0, so M 6@zN . Either M 6vz N or M �z N . If M 6vz N then9z0 6 z: z0 2 X 0, a contradiction since then z0 < y.Therefore, M �z N . ~Proposition 4.21 v� is a pre-order.Proof Re
exivity is obvious. For transitivity, sup-pose L v� M v� N , and let L 6vx N . We shall showL @y N for some y 6 x.Suppose L vx M . Either M vx N or M 6vx N . IfM vx N then L vx N , a contradiction. If M 6vx N ,let y2 6 x be such that M @y2 N and M vz N for8



z 6 y2 (lemma 4.20). If L 6vy2 M , then let y 6 y2 besuch that L @y M . Then y 6 x and L @y N followsfrom L @y M and M vy N . If L vy2 M , set y = y2.Then y 6 x, and L @y N follows from L vy M andM @y N .On the other hand, suppose L 6vx M and let y1 6 xbe such that L @y1 M and L vz M for all z 6 y1(lemma 4.20). Again, consider separately the two casesM vy1 N and M 6vy1 N . If M vy1 N , set y = y1.Then y 6 x, and L @y N follows from L @y M andM vy N . If M 6vy1 N then let y 6 y1 be such thatM @y N . Then y 6 x, and L @y N follows fromL vy M and M @y N . ~The de�nition of 
 can now be extended to structuredtheories analogously to de�nition 3.6 in the expectedway, as in proposal 4.2.De�nition 4.22 Let � be a structured theory overL, and M an element of M. Then M 
 � if M isv�-maximal.This gives the interpretation ordering of �gure 1(iii) forthe theory of �gure 1(i). Moreover, for each examplein examples 2.1 to 2.7, one can show that the modelsof the structured theory according to de�nition 4.22are exactly those of the 
at theory according to de�ni-tion 3.6.De�nition 4.22 further overloads 
. (To determinewhether M 
 A, we have to check whether A is asentence, a 
at theory or a structured theory and usede�nitions 3.2, 3.6 or 4.22 accordingly.) Finally, con-sequence is de�ned in the standard way:De�nition 4.23 Let � be a structured L-theory and� an L-sentence. � � � if for each M 2 M, M 
 �impliesM 
 �.Now we give some results to continue to get the feelfor the behaviour of structured theories. Naturally weexpect that the minimum sentence (if there is one) issatis�ed by models of the theory:De�nition 4.24 � is minimum in � = hX;6; F i ifhX;6i has a minimum point 0 and F (0) = �.Proposition 4.25 Let � = hX;6; F i be a structuredtheory and M an element of M such that M 
 �. If� is minimum in � and � 6= ? then M 
 �.Proof Let 0 be the minimum point in X. F (0) = �.Suppose for a contradiction thatM 6
 �. Since � 6= ?,let N 
 �. By lemma 4.18, M @0 N ; in particular,N 6v0 M . We show M 6
 � by showing M @� N . Toshow M v� N , suppose x is such that M 6vx N . Lety = 0. Then y 6 x and N 6vy M . To show N 6v� M ,

let x = 0. N 6vx M . If y 6 x, then y = 0 since 0 isminimum. M vy N since M @0 N . ~4.4 Existence of models of structured the-oriesAs stated, models of a structured theory � are v�-maximal interpretations of the language of �. Whenis it possible to �nd such maximal interpretations? Inthis section we show that, if the underlying logic iscompact, every structured theory has a model.First, it is worth noting that there are simple cases ofstructured theories with no models when compactnessfails.Example 4.26 Let � be the theory8x: p(x)6domain is in�nite ^[[p]] is �niteThe bottom sentence is satis�ed by an interpretationwith an in�nite domain of individuals of which only�nitely many satisfy the predicate p. But the top sen-tence says that all the individuals must satisfy p. Thisis a theory in second order predicate logic; it is notpossible to express �niteness of the interpretation ofa predicate or in�niteness of the domain in �rst orderlogic.There are no models of this theory, because every can-didate modelM can be improved to obtain an interpre-tation which is closer to being a model, ad in�nitum.That is to say, for allM 2M there is an N 2 M suchthat M @� N . To see this, suppose M pretends to bea model of �.� If the domain of individuals of M is �nite, thenconstruct N by adding in�nitely many new indi-viduals which do not satisfy p.� If M [[p]] is in�nite, then construct N from Mby using the same domain but removing all but�nitely many elements from [[p]].� If M [[p]] is �nite but the domain is in�nite, thenN is obtained by adding one more element to [[p]].In each of these cases, M @� N .Now we turn to the proof that if the underlying logic iscompact (which second-order logic is not), then everystructured theory has a model. The proof strategy is touse Zorn's lemma to �nd v�-maximal interpretations.9



Let L be a language and hM;
i its interpretation sys-tem, and let � = hX;6; F i be a structured theory overL.De�nition 4.27 The logic hL;M;
i is compact if forall sets of sentences � � L, � has a model if each ofits �nite subsets has a model.De�nition 4.28 For each M;N in M, the (M;N )-frontier, written fr(M;N ), is the set of minimal ele-ments of the set fx 2 X jM 6�x Ng.Lemma 4.29 For all M;N 2 M and x 2 X, eitherM �x N or 9y 6 x: y 2 fr(M;N ).Proof fx 2 X j M 6�x Ng is �nite since X is, so ithas minimal elements. ~Lemma 4.30 M @� N i� fr(M;N ) 6= ? and 8x 2fr(M;N ):M @x N .Proof (If) First we show M v� N . Suppose x 2 Xwith M 6vx N . By lemma 4.29, 9y 2 fr(M;N ) withy 6 x. By hypothesis, M @y N . Next, we show N 6v�M . Let x 2 fr(M;N ). Then N 6vx M , but for eachy < x, M �y N .(Only if) If fr(M;N ) = ? then M �� N , a con-tradiction. Let x 2 fr(M;N ). Either M 6vx N orN 6vx M . In the former case, 9y 6 x with M @y N ;since x 2 fr(M;N ), y must equal x. In the latter case,N 6vx M and if M vx N then M @x N . Therefore, inboth cases M @x N as required. ~Lemma 4.31 Let N be a non-empty chain inM withno maximal element (i.e. for every M;N 2 N , if M 6=N then M @� N or N @� M ; and for each M 2 Nthere is an N 2 N such that M @� N ). There is anon-empty set Y � X and a non-empty chain L � Nsuch that1. For each a 2 Y and M;N 2 L, if M @� N thenM va N ; and2. For each a 2 Y and M 2 L there exists P 2 Lsuch that M @� P and M @a P .Proof Let X 0 = fx 2 X j 8M 2 N 9M1;M2 2 N(M @� M1 @� M2 and x 2 fr(M1;M2))g.If X = X 0, let L = N . Otherwise, for each x 2 X�X 0let Mx be such that, for all M1;M2 2 N , if Mx @�M1 @� M2 then x 62 fr(M1;M2). That such an Mxcan be found follows immediately from the de�nitionof X0. Let MX = max(fMx j x 2 X � X 0g); and letL = fM 2 N jMX v� Mg. L 6= ? since MX 2 L.Thus, whether X = X 0 or not, we have that L 6= ?.Also, L is upwards closed (i.e. for all M;N 2 N , M 2

L and M v� N imply N 2 L). Let M1;M2 2 L withM1 6= M2. Then either M1 v� M2 or M2 v� M1. Ineither case, fr(M1;M2) 6= ?. But, fr(M1;M2) � X 0,so X 0 6= ?. Let Y be the minimal points of X 0.1. Suppose a 2 Y , M;N 2 L, and M @� N . Ifa 2 fr(M;N ) then M @a N . If a 62 fr(M;N ) andM 6va N then 9y 2 fr(M;N ): y 6 a by lemma4.29, so a 62 Y , a contradiction.2. Suppose a 2 Y and M 2 L. Since a 2 X 0,9M1;M2:M v� M1 v� M2 and a 2 fr(M1;M2).Since M v� M1 v� M2, M va M1 va M2; andsince a 2 fr(M1;M2), we have M va M1 @a M2.Let P =M2. ~Lemma 4.32 If hL;M;
i is compact then for eachM 2 M, there exists N 2 M such that M v� N andN is v�-maximal.Proof LetM 2M. We show that fN jM v� Ng hasmaximal elements. Let N be a non-empty chain in thatset. By Zorn's lemma it su�ces to show that everysuch chain has an upper bound. If N has a maximalelement, that element is also an upper bound. Suppose,then, that N does not have a maximal element. Let Yand L be as given by lemma 4.31. Let Z = Y [ fx 2X j 8y 2 Y: y 66 xg. We now show that for each x 2 Zand M;N 2 L, M v� N implies M vx N . If x 2 Y ,this follows from lemma 4.31 part 1. If x 2 Z � Y ,then 8y 2 Y: y 66 x by de�nition of Z. By lemma 4.29,9y0 6 x: y0 2 fr(M;N ) � X 0, so 9y 2 Y: y 6 y0, acontradiction.For each M 2 L let M� be f j M 
  and 9x 2Z:F (x) �\  g. M� has a model, since it has M as amodel. Also, M @� N impliesM� � N�. For suppose 2 M�. Then M 
  , and there is an x 2 Z s.t.F (x) �\  . SinceM vx N , we have N 
  . Therefore, 2 N�.Let � = SM2LM�. � has a model, since every M�and therefore every �nite subset of � has a model, andthe underlying logic is compact. LetK 
 �. It remainsto show that 8M 2 L:M v� K, i.e. that K is anupper bound. Since L is a non-empty upwards-closedsubchain of N , it is su�cient to consider the case M 2L. Let M 2 L. The fact that M� � � implies that foreach x 2 Z,M vx K. Suppose M 6vx K. Then x 62 Z.We require thatM @y K for some y 6 x. Since x 62 Z,9y 2 Y: y 6 x. We now show that M @y K for everyy 2 Y , completing the proof. By lemma 4.31, pick Psuch that M @� P and M @y P . It su�ces to showthat P vy K. Suppose F (y) �\  and P 
  . Then 2 P �, so  2 �, so K 
  . ~10



As an immediate corollary, we get:Proposition 4.33 Every structured theory � over acompact logic has a model.Proof By lemma 4.32, v� has maximal elements. ~A consequence of this result is that contradictions cannever be derived from a structured theory, not eventhe contradictory one! Indeed, nothing can be derivedfrom the theory with one sentence which is ?. Thatis because every interpretation is a model of that the-ory. This may come as a surprise, but really it is quiterational.Proposition 4.34 If � � � then � 6= ?.Proof Let M 
 �. Since M 
 �, � 6= ?. ~4.5 Summary of de�nitionsIn this subsection we summarise the position so far. Westarted with a logic given in terms of a language anda set of interpretations in the standard way. Struc-tured theories consist of a poset of points, each onelabelled by a sentence in the language (de�nition 4.1).To de�ne the models of structured theories, we �rstde�ne, for each sentence � in the language, an order-ing on the interpretations written v� (de�nition 4.14).M v� N intuitively means that N satis�es � at leastas well as M . To de�ne v�, we need the notion ofnatural consequence (de�nition 4.12). Then we de�nethe ordering v� (de�nition 4.19). M v� N intuitivelymeans that N is as good as M at satisfying �, takingaccount of �'s own ordering. Finally, models of � arethe v�-maximal elements, whose existence is guaran-teed by lemma 4.32, and consequence is de�ned in thestandard way (de�nition 4.23).5 Revision of Structured theoriesUnlike the case for 
at theories (see [2] and section 6 ofthis paper), revising structured theories with new andpotentially con
icting information is easy. If � is tobe incorporated into �, the resulting theory is � witha new bottom element labelled by �. Proposition 4.25guarantees that the revision is successful (i.e. that � �� � � unless � = ?).De�nition 5.1 Let � = hX;6; F i be a structuredtheory over L and � an L-sentence. Pick any name anot in X. The theory � � � is hX 0;60; F 0i where1. X 0 = X [ fag,2. 60 = 6 [ f(a; x) j x 2 X 0g, and3. F 0(x) = � � if x = aF (x) otherwise

De�nition 5.2 Structured theories � and � over Lare extensionally equivalent, written � � �, if for eachM 2M, M 
 � i� M 
 �Example 5.3p6q � p^q, but p6q6:p_:q 6� p^q6:p_:qThis is quite a coarse relation which does not capturethe \intensions" of � and �. � � � does not imply��� � ���, as the example shows. However, if � � �we would not expect that revising � by � should changethe set of models:Proposition 5.4 If � � � then � � � � �.Proof Let � = hX;6; F i and X 0 = X [ fag. SupposeM 
 � and M 6
 � � �, i.e. M @��� N for some N .We will show M @� N , contradicting M 
 �. First,notice that M 
 � follows from � � � and M 
 �.1. M v� N . Suppose M 6vx N for some x 2 X.Since M v��� N and x 2 X 0, 9y 2 X 0:M @y N .Moreover, y 6= a because M @� N impliesM 6
 �(lemma 4.17), a contradiction. Therefore, y 2 X.2. N 6v� M . Since N 6v��� M , there is x 2 X 0 suchthat N 6vx M and for all y 2 X 0 with y 6 x,N 6@y M . Moreover, x 6= a since N v� M (whichfollows from M 
 � and lemma 4.17). Therefore,x 2 X. Since X � X 0, it follows that 8y 2 X: y 6x implies N @y M .Conversely, suppose M 
 � �� and M 6
 �, i.e.M @�N , some N . Suppose (lemma 4.32) that N is maximalin the set fN j M @� Ng, i.e. N 
 �. By proposi-tion 4.25 we have that M 
 �. Therefore M �� N .We now show M @��� N , thus proving M 6
 � � �, acontradiction.1. M v��� N . Suppose x 2 X 0 withM 6vx N . SinceM v� N , x 6= a, i.e., x 2 X. Pick y 6 x withM @y N . Then y 2 X 0.2. N 6v��� M . Since N 6v� M , 9x 2 X:N 6v� Mand 8y 2 X with y 6 x, N 6@y M . Moreover,x 2 X 0, so it su�ces to show that 8y 2 X 0, y 6 ximplies N 6@y M , i.e. that N 6@ M , which followsfrom M �� N . ~We also obtain weak analogues of proposition 3.8:11



Proposition 5.51. Weak inclusion: if � 6= ? then � � � � �2. Weak monotonicity: � � � � �  � � � �  3. Weak cut: � � � �  � � �� �  These principles are accepted as being requirementswhich a default system should have (see for exam-ple [6]).6 Comparison with other work6.1 Default logicThe idea of ordering interpretations and consideringmaximal elements (or minimal elements, depending onhow the ordering is oriented) is the basic idea in cir-cumscription [8]. There, one reasons with a theory inpredicate logic together with a set of predicates to beminimised, and considers only the models of the theorywhich have minimal extensions of the speci�ed predi-cates. Y. Shoham [11] �rst ordered interpretations ac-cording to more general criteria, and this idea is nowwidespread in the literature [6, 7, 12].Our contribution is to extend the idea to structuredtheories over an arbitrary logic. Partially ordered the-ories have been studied before; for example, in [13], acomputational approach is taken for a Prolog-like lan-guage. This paper provides a more general setting.6.2 Theory revisionIn [2], G�ardenfors lists eight postulates which a revi-sion operator � should have. In that work the revisionoperator takes an ordinary (
at) theory closed underconsequence and a sentence. and returns an ordinaryclosed theory. The revision operator of de�nition 5.1takes a structured theory and a sentence, returning astructured theory. Therefore direct comparison is notpossible. Instead, we rewrite G�ardenfors' axioms sys-tematically into a form against which we can check ourapproach. The result is that our de�nitions satisfy allthe axioms except in their treatment of contradictions.The full results with proofs are described elsewhere [9];here is a summary.As well as the � revision operator, in G�ardenfors' workthere is a + operator which simply adds the sentenceand closes under consequence. K + � is f j K [f�g �  g. K is a consequence-closed theory. Theeight postulates are:

K*1 K � � is a consequence-closed theoryK*2 � 2 K � �K*3 K � � � K + �K*4 K + � � K � � if :� 62 KK*5 K � � = L i� � = ?K*6 K � � = K �  whenever � �$ K*7 K � (�^ ) � (K � �) +  K*8 (K � �) +  � K � (�^ ) i� : 62 K � �Notation: Given a structured theory �, let �f be a
at theory such that �f � �. Thus, f is an operatorwhich non-deterministically 
attens a theory, keepingexactly the same models. (The question of whetherthere always is an equivalent 
at theory is still underinvestigation. Proposition 4.33 is a necessary condi-tion, and examples 2.1 to 2.7 show there usually is.)Given two sets of sentences �1 and �2 over a logic �,let �1 6 �2 if f j �1 �  g � f j �2 �  g.G�ardenfors' axioms are re-written in the following way:� K + � is rewritten to �f [ �.� K � � is rewritten to (� � �)f .� other occurrences of K are rewritten to �f .Under this procedure the axioms become:K*1 � � � is a structured theoryK*2 ��� � �K*3 (���)f 6 �f [ f�gK*4 �f [ f�g 6 (���)f if � 6� :�K*5 (���)f = L i� � = ?K*6 ��� � �� if � �$ K*7 (��(�^ ))f 6 (���)f [ f gK*8 (���)f [ f g 6 (��(�^ ))f if ��� 6� : In the context of structured theories, axiomsK*1, K*2,K*3, K*6 and K*7 all hold true. K*4 is true only if� 6= ? (for recall that � � ? � �). Similarly, K*8 istrue only if �^ 6= ?. Half of K*5 is true only because(� � �)f is never L.7 ApplicationsIn the introduction two application areas were men-tioned, speci�cation theory and AI. Also, two types ofactivity have been considered, reasoning with defaultsand theory revision. There is space here only for avery brief look at how reasoning with defaults can beapplied in the areas mentioned, and an even brieferlook at speci�cation revision at the end.7.1 DefaultsIn AI, logics which handle defaults are used to allowconsequences to be drawn which are not strictly war-ranted by the facts at hand. One can consider this to12



mean that the sentences expressing the defaults havea weaker `strength' or `priority' than the known facts.The well-known example about birds and penguins isa situation in which several defaults are available witha known heuristic for priorising them. Therefore it canbe seen as a theory in which sentences have di�erentstrengths.The main topic in default reasoning is: how shouldcon
icting defaults be handled? In most frameworksfor default reasoning there is a distinction between `fac-tual' information and `default' information, and littledoubt about what to do when a default con
icts witha fact. The di�culty arises when a default con
ictswith another default. The example about birds andpenguins may be presented as follows:Facts: 8x(p(x)!b(x)).Defaults: 8x(p(x)!:f(x)) and 8x(b(x)!f(x)).Let � be this theory. The task is to show:�; b(t) � f(t) and �; p(t0) � :f(t0)One can distinguish two approaches in the literaturefor solving this problem. The �rst says: there is nosolution to the problem as it stands; the second defaultmust be rewritten to something like8x(b(x)!f(x) unless p(x))The `unless' connective is to resolve the con
ict. Thefollowing formalisms are examples of this approach:circumscription; Reiter's default logic; Poole's defaultlogic. There are many others. The equivalents ofthe `unless' connective are, respectively: abnormalitypredicates; the consistency check in default rules; con-straints.The second approach says: this problem has got a so-lution in the way it is presented. One must invoke thespeci�city heuristic for determining that the �rst of thetwo defaults must take precedence when both are appli-cable. Examples of this approach include: Veltman'supdate semantics [12]; inheritance networks [5].Both of these approaches can be taken in structuredtheories.7.1.1 `Unless'-like connectivesThe claim in this section is: the various `unless'-likeconnectives in the literature are there in order to pri-orise defaults, and hence to resolve con
icts betweenthem. Structured theories are simply a cleaner way ofdoing this.

b(x)!f(x)6p(x)!:f(x)6p(x)!b(x)b(t) � f(t); b(x)!f(x)6p(x)!:f(x)6p(x)!b(x)p(t0) � :f(t0)Elsewhere [9] we show that there are rules for trans-lating default theories in all the usual formalisms with`unless'-like connectives into structured theories.7.1.2 InheritanceOn the above analysis, the way of representing thefact that all penguins are (by de�nition) birds was8x(p(x)!b(x)). The key idea for this section is: con-sider the theory of birds and the theory of penguins.They have the (propositional) axioms f and :f respec-tively. The theory of penguins inherits the theory ofbirds, as penguins are a special case of birds. In termsof structured theories, this means that the theory ofpenguins is obtained by revising the theory of birdswith the new axioms which apply to penguins|in thiscase, :f . It therefore looks likef6:ffrom which, of course, we deduce :f (example 2.1).This idea has great applicability in speci�cation theory.Consider for example a lift (elevator) system, whosecomponents consist of doors, buttons, indicator lightsand so on. Here we will focus on just one tiny aspect ofits operation|the events which illuminate and extin-guish its indicator lights. (See [10] for more details.)The lift is made of several buttons, as well as manyother components. Crudely speaking, all lifts are but-tons (with loads of extra stu�). This structuring isused to order the axioms of the lift. Lights are illu-minated by pressing the buttons; therefore one mightexpect the axiom [pressi]liti, which says that after theith button is pressed the ith light comes on. (This is anaxiom in modal-action logic; see e.g. [4, 1, 10] for fur-ther details.) It is also true about lifts that the lightsare o� whenever the lift is at the relevant 
oor, even ifthe button for that 
oor has just been pressed. Thus:fli!:liti. These axioms con
ict, so which is right?The answer of course is that both are right; [pressi]litiis a true default for light/button combinations (theycertainly do this in isolation), but it can be overridden13



by axioms with greater strength in the speci�cation.The structured theory looks like this:...[pressi]liti ...I@ @ @ @ � � � ��...fli!:litiThis shows that [pressi]liti gets overridden by fli!:litiif there is a con
ict. The full treatment of this exam-ple is lengthy and will be given elsewhere. The crucialpoint to note here is that the ordering of sentencesin the structured theory comes from the inheritancehierarchy. The other point to note is that inheritancehierarchies are generally non-linear and the question ofwhether the branches share non-logical language or notis determined by the mode of interaction of the com-ponents. Hence the remark about shared languages inexample 2.7.7.2 Speci�cation revisionRevising old speci�cations is a typical way of makingnew ones, in software engineering and elsewhere. Forexample, a Metro car was conceived as a Mini but witha bigger engine and some other changes; the importantpoint is that most, but not all, of the features of theMetro are just those of the Mini. Of course the new fea-tures introduced will in general con
ict with what wasthere before; if they don't, then the `revision' is merelya matter of enrichment. Typically one does not knowwhat features of the old speci�cation have to be aban-doned to ensure the consistency of the new one. Revi-sion in terms of structured theories means placing thenew sentences in the most important position, therebyweakening the status of previous sentences there. Theformal de�nition was given in section 5.AcknowledgementsMany thanks to my supervisor, Steve Vickers. Thefollowing people also provided invaluable help: AbbasEdalat, Ian Hodkinson, Lex Holt, and Martin Sadler.Paul Taylor's TEX diagram macros were used.References[1] J. Fiadeiro, C. Sernadas, T. Maibaum, andG. Saake. Proof-theoretic semantics of object-oriented speci�cation constructs. In Object-
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