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Abstract. We formalisea relationshipbetweenwo previously un-
conneted areas:theory charge and featureinteraction. This will
provide an interestingnew applicationareafor the logic of theory
change and a theoreticalunderpiniing for the featureinteraction
problemwhich hasa largely practicalbasis.

Updateis an operationof theory chang which is closelyrelated
to belief revision. The principal differencelies in thefactthatbelief
revisionmodelschangingoeliefsabouta staticworld whereasipdate
modelsa changng world.

A featureis a unit of functionality which extendsor modifiesthe
behaviour of the systeminto which it is integrated.The featurein-
teractionproblemariseswhentwo or morefeaturesnteract,causing
the systemto exhibit unexpeded, and often undegrable, behaiour.
Many approacles to feature integration and interaction detection
have beenpropacsed.In this researchwe usea featureconstructfor
themodelchecler SMV.

We shaw thatthereis astrongconnectiorbetweerupdateandfea-
ture integrationby, preliminarily, formulating SMV andthe feature
constructn propostional logic. We thengo onto prove thattheeight
rationalitypostulategor updateholdin the contet of thistheoretical
formulation.

1 INTRODUCTION

A featureis a unit of functionality which extendsor modifiesa sys-
temby overridingits behaviour in someway. Featurentegrationis a
nonmaotonicoperationbecausét hasthe potentialto disruptprop-
ertiesof the systemwhich were known to hold previously. In Ex-
amplel, we conside a very simple expert systemwhich is usedto
diagnosecertainillnesseshasedn their symptoms.

Example 1 Basesysten{to diagnosea cold):
o if blodkednosethen patienthasa cold
Nowwe mayaddtwo featuies(to diagnoseflu andtonsillitis):

o if feverandheadahethen patienthasflu
o if feverandheadaheandsore throatthen patienthastonsillitis

Eadh of thefeatuesmaybeintegratedsuccessfullynto thebasesys-
tem.However, if integratedtogether, they will interact undesiably,
assumingherules appearin the order in which they appear above.
If a patienthasa fever, a headate and a sore throat, the system
above will diagnoseflu, whenit shoulddiagno tonsillitis. Thisis
becausenefeatue blocks the other A resolutionstrategy need to
beimplementedn order to determinethe correctpriority of rule ap-
plication.
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Examplel shavs how two featurescaninteractdueto theinher
ently nonmaotonicnatureof featureintegration.Featuranteraction
is arecognsedpheromenorwhich is manifestedy a systemwhose
functionality may be extendedor modifiedby two or morefeatures.
Interactionsoccur when suchfeaturescausethe systemto exhibit
unexpeded, and often undesirablepehaiour which doesnot form
partof the specificatiorof eitherthe systemor oneof thefeaturesA
classicexampleis of atelephonesystem.

Example2 ConsiderPOTS(a Plain Old TelephoneSystemand let
threeof its subscribes becalled A, B andC. Two possiblefeatuesof
POTSare CFB and CW CFB (Call Forward whenBusy)is a featue
wheeby A forwards all calls to somesubsciber B whenengayed
in anothe call. If B subscritesto CW (Call Waiting) and A calls B
whenB is enggyedin anothercall, B will heara call waiting signal
and hasthe option to terminatethe current call. Thesetwo featues
will interact if a single subscribersubscribego both of them.For
example if B subscribedo the two featuesandA calls B whenB is
engagedin a call to C, thenit is notestablishedvhetherA's call will

beforwarded or whetherB will receivea call waiting signal.

It is anacceptedactthatseveralissuesof nonmaotonicity arise
in the context of featureinteraction[11]. However, no formal con-
nectionbetweerfeatureintegrationandnonmorotonicreasoningas
beenestablished

In our researchwe have investigatedherelationshipbetweerfea-
tureintegrationandtheorychangethelatterbeinganareaof research
whoserelationshipwith nonmaotonicreasonings well established
[7]. Informally, a link betweenthe two areasis simple to demon-
strate.Theorychange involvesrevision of a knowledge baseby new
information;if thenew informationis consistentvith theknowledge
base,it cansimply be added but if it is not consistentthe knowl-
edgebasemust be modified in orderto resole the inconsisteny.
Featureintegrationis extensionor modificationof a systemin order
to introducenew behaviour; usuallythe nev systempropertieswill
causesomeexisting propertieso berevisedin someway. Our moti-
vation for this researchs threefold.Firstly, this topic is compelling
becausef theintuitive link betweertwo apparentlydisparatdields.
Secondlywe have foundaninterestinghew applicationareafor non-
monotonicreasoningandtheorycharge. Finally, we areattempting
to give atheoreticalinderpinningto anareawhich has,up until now,
hadalargely practicalbasis.

Although we have identifiedthis parallel betweentheorycharge
andfeatureintegration,therearetwo principalfactorswhichrenderit
non-trivial: (1) thelogic of featureswithin reactve systemsaturally
tendsto be temporal,whereastheory changeis really only devel-
opedwithin the confinesof propositionalogic; (2) afeatureis often
specifiedin a languae which is differentfrom that usedto specify
thesystemwhereasn theorychangg, newv knowledge is normallyin
the sametype of languaye asthat which the knowledge baseitself



contains.

In this paper we will explain how we have tackledtheissuesout-
lined above in orderto prove thatthereis aformal link betweerthe
two areasin question.Specifically we give backgroundmaterialon
thetheorychangeoperationof update(Section2) anda featurecon-
stuctfor themodel-cheker SMV [10] (Section3). Thenin Sectiord,
we goonto showv ourtheoreticaformulationof SMV andthefeature
constructandthattheeightrationality postulategor updatehold for
this theoreticalformulation. We give our conclusims and indicate
possiblefuturework in Section5.

2 THE UPDATE OPERATION

Update is an operation which is closely related to belief revi-
sion. Katsunoand Mendelza proposeeight rationality postulates,
(U1)-~(U8), for updatein [5]. They claimthatthedifferencebetween
updateandrevisionliesin thefactthatrevision modds changdng be-
liefs abouta staticworld, whereasupdatemodelsa changingworld.
Theeightaxiomsaregivenbelow. 1o u denotegheresultof updating
aformula by aformulap.

(UL) ¢ o p implies .

(U2) If ) impliesu then) o p is equivalentto .

(U3) If bothy andy aresatisfiablehen) ¢ p is alsosatisfiable.
(U4) If ipl A xd ’(ﬁz and,ul > U2 thempl O U1 > 1/)2 O 2.

(US) (o ) A ¢ impliestp o (1 A ¢).

(UB) If ypopy impliesus andeops impliespy thenypous < ous.
(U7) If 4y iscompletethen (i o 1) A (v o p2) impliesap o (p1 V p2).
(UB) (41 V ah2) o pu 4> (1h1 0 p) V (Y2 0 ).

Thereare several salientdifferencesdetweerupdateandrevision
apartfrom the generalone given above. Thesedifferencesare ex-
ploredin detailin [5], but we summarisehemhere.First of all, let
us take a model-theoretigoint of view, where is the knowledge
baseandy is the sentenceepresentinghe new information. Revi-
sionselectgshe modelsof i, which areclosesto the setof modelsof
1. Updateselectghe setof closestmodelsof i for eachmodé of 1)
andthentakesthe union of thesesets.Closenes®etweermodelsis
definedby someorderingrelationshippn models Thedifferencenhere
liesin thefactthatrevisionis a setwiseoperatiorandupdates point-
wise. For revision, this behaiiour meansthat somepossiblemodels
of 4) are,in effect, ruled out oncethe operatiorhastakenplace.This
is rational becauserevision modelschandng beliefs abou a static
world and new information may indeedleadto the conclusionthat
worlds which wereoncedeemedo be possiblearein factimpossi-
ble. However, for updae, all possibleworlds mustalwaysbe consid-
eredbecauseipdae modelsa changingworld. Onemodelof 1) is a
modelof therealworld, but it is not possibleto ascertairwhich one,
soit is necessaryo find the modelsof i which areclosesto eachof
them.

Example 3 (basedon an examplein [2]). Considera situationin
which either a book or a magazire is on a table: b V m. A robot
is thenordered to put the bookon the floor so we learn that —b. In
revision, the resultingknowled@ basecontains—b A m, wheeasin
update weget —b.

The contrastingresultsin the exampleareeasily explained.Revi-
sionmodelschangdng beliefsabouta staticworld, sothe new worlds
are simply as closeas possibleto what we believe to be the case,
whilst satisfying—b. However, in termsof update this new informa-
tion causesuisto reflectuponthefactthattheworld itself couldhave
changel; we arenot certainthatd v m will still betruein thereal
world.

3 FEATURE INTERACTION AND THE SMV
FEATURE CONSTRUCT

In this section,we discussthe featureinteractionproblemin more
detail (Section3.1). We thengo on to give a brief introductionto the
SMV modelchecler in Section3.2. Lastly, we presentSFI (SMV
Featurdntegrator),the SMV featureconstructjn Section3.3.

3.1 The Feature Interaction Problem

Thefeatureinteractionproblemis ubiquitousin telecommuitations
andsoftwaresystemsinstancef its manifestatiorcanbe foundin
mary differentareas from intelligent telephore systems(of which
examplesmay be found throughait the featureinteractionliterature,
seg[1, 6, 3]) to lift systemsandmorerecentlyin emailandIP tele-
phory. Similarly, over the pastdecadenumerousvariedapproacles
to the problemhave beendeveloped. Most methodsfocus on inte-
grationof featuresanddetectiorof interactionsbetweerthem.Other
approacksareconcernd with featureinteractionresolution andyet
otherswith the prevention of featureinteractionsaltogether These
methodsare often classifiedunderthe broadcateyoriesof software
engineeringformal, andpragmaticappraches.

It shouldbe appar@at then,thatfeatureinteractionis a very broad
area.lt covers mary topics and can be approachd in a multitude
of differentways. We have chosento apply the theory of updates
to Plathand Ryan’s appro&h to the featureinteractionproblemas
presentedn [10]. Their SMV featureconstructis representatie of
a considerale proportionof featureinteractionresearchbecauset
involvesfeatureintegrationandinteractiondetection,andit is gen-
erally classedasa software engineeringapproachlt is alsoa prime
exampleto take becauset hasbeensuccessfuln its applicationto
bothatelephonesystemandalift system.

3.2 Intr oduction to SMV

SMV (SymbolicModel Verifier) [9] is a verificationtool which takes
asinputasystemdescriptionin the SMV languag, andsomeformu-

laein the temporallogic, CTL. It outpus true or falsefor eachof

the CTL formulaedepemling uponwhetheror not they aresatisfied
by the system.If aformulais not satisfied a traceis givento shav

circumstances which thisis thecase.

The SMV languag describesunlabdled nondeterministicfinite
state automata.lt provides modularisation and synchromus and
asynchroous composition.For eachvariable (the type of which
might be boolean,an enumerationa finite rangeof integersor an
array of thesetypes),a setof possibleinitial valuesis declaredand
the next valueis definedin termsof the valuesof variablesin the
currentstate.This is achieved by using casestatementsvhich are
evaluatedtop to bottomandfor which the casesarecovering. A de-
tailed introductionto SMV canbefoundin [8] and[9] andCTL is
describedn [4].

Example4 Thefollowing programrepresentsa simpleintruder de-
terrentlight which comeson fromtimeto time for the duration of a
singletime point andthengoesoff again.

MODULE mai n
VAR
switch : {on, off};
ASSI GN
init(switch) := off;
next (swi tch) := case

switch = on : off;



1: {on,off};
esac;
SPEC AG(switch = on -> AF switch = off)

Theprogramin Example4 hasonevariablecalledswi t ch which
is anenumeratedype, the possiblevaluesof which areon andof f .
The initial value of swi t ch is of f. The casestatementdor the
‘next’ valueof swi t ch specifythatif it is on, thenit goesoff; oth-
erwiseit couldgo onor off. Notethatthe defaut casels specifiedby
1. This default behaiour is nondeerministicbecauset deperson
theusers settingsandperhapsheuserwill switchthelight on man-
ually. Thelastline of the programis a CTL formulawhich specifies
thatwheneer the switchis on, thenat somefuturetime pointit will
go off; this propertyis, in fact,true of the system.

3.3 SFI: The SMV Feature Integrator

The featureconstructfor SMV involves extensionof the syntaxfor
SMV, afeatureis specifiedusingthe extendedsyntax.During inte-
gration,sucha featureis parsedand modificationsare madeto the
baseSMV program.lt is not necessaryo definethe precisesyntax
of the featureconstructhere.We areconcenedwith | MPOSE state-
mentsof the featurewhich changevariablevalues.Specifically an
| MPCSE statemenof the form:
I FcondTHEN | MPCSE next (X) : = expr;

meanghatassignmentsuchasnext ( X) : = oldexpr; have oldexpr
replacedoy:

case
cond: expr;
1 : oldexpr;
esac

Wheneer condis true, the value expr is imposedon next (x) . A
statemenbf the form | MPOSE expr which is not guarced by a con-
dition hasthe case statement®mitted and oldexpr is replacedby
expr directly.

Example5 We introducea featue to be integrated into the pro-
gram in Example4. We want the intruder detereent light to be on
constantlyin the eveningbetweerthe hours of 8pmand 11pm,say
eveni ng_hour s is a booleanvariable which is true during these
hours.

| F eveni ng_hours THEN
| MPOSE next (switch) := on;

Example6 Theprogramof Example4 into which thefeature of Ex-
ample5 hasbeenintegrated

MODULE mai n
VAR
switch : {on,off};
eveni ng_hours : bool ean;
ASSI GN
init(switch) := off;
next (switch) := case
eveni ng_hours : on;
1 : case
switch = on : off;
1: {on,off}
esac;
esac;

SPEC AG(switch = on -> AF switch = off)

In the resultingprogram,the behaiour of theeveni ng_hour s
variable is unspeified, so it will assumevaluesnondeterministi-
cally. In this case,the CTL formula is not satisfied becawse if
eveni ng_hour s wasalwaystrue (we know thatit will notbe,but
asfarasSMV is concernedit could be), thenthereis an execution
of theprogramin which swi t ch hasthevalueon forever.

A full explanationof the work summarisedn this sectioncanbe
foundin [10].

4 FEATURE INTEGRATION IN SMV AS AN
UPDATE OPERATION

In this section,we shav that featureintegration in SMV can be
viewed as an updateoperation.In order to do this, we will prove
thatthe eightrationality postulategor update (U1)-~(U8) (shavn in

Section2), hold for featureintegration by meansof the SMV fea-
ture construct.Initially, then, it is necessaryo give a propositional
logic formulationof SMV andthefeatureconstru¢ becaustheeight
postulatedor updae aredefinedin termsof propositionallogic; we
dothisin Section4.1. Then,in Section4.2, we sketchour proofsof

(U1)-~(U8).

4.1 Theoretical Formulation

In orderto represenSMV in propasitionallogic, we begin by giving
an abstractrepresentationf a program,P. Definition 1 shovs how
this maybedone.

Definition 1 (Abstract Representationfor an SMV Program, P)

PZ{le{d)n _)All,---,¢1l1 —>A111},...,

Tp - {anl — Anl, . .,an,n — Anln }}

With eachvariablez; is associate@ setof case-aluepairswhich
representhe casestatementdo evaluatethe next value of z; in
termsof the variables’currentvalues.In Definition 1 then, the ¢-
expressionsare logical formulaeover the variablesof P; they rep-
resenthe caseswhich arecovering andexclusive for eachvariable.
EachA-expressiorrepresentasetof possiblenext valuesfor z;. We
write Vp for theset{z, ..., z,} of variablesoccurringin P.

Example7 Theabstmactrepresentationfor the program of Example
4 is asfollows:

{switch : {(switch = on) — {off },
—(switch = on) — {on, off }}}

Notethat,in thesecondclauseof Example7, theantecederof the
first clause,switch = on, hasto be negatedin orderthatthe cases
areexclusive. Thereasorfor thisis thatin SMV, casestatementsire
evaluatedtop to bottom, and the resultis the expressim from first
branchwhosecondtion evaluaesto true.

A similar approachcanbetakento afeatureF'. It will alsohave
asetof case-alue pairsassociateavith eachvariable.The only dif-
ferenceis thatthe casesill notnecessarilype coveringfor afeature
becausét defersto the programfor the casesvhich arenot covered.
To help readability we usea, B in featureswherewe used¢, A
in Definition 1. We write V for the set{z1,...,z,} of variables
occurringin F.



Definition 2 (Abstract Representationfor a Feature, F)

F = {271 : {Oz11 —)B11,...,0¢1m1 —>B1m1},...,

Zpn : {@n1 = Bni,-.., @nmn — Bnma }}

Example 8 Theabstractrepreserationfor thefeatue of Examples
is asfollows:

{switch : {evening_hours — {on}}}

In Definition 3, we shav the abstractrepresentatioffior P + F,
thatis the programwhich resultswhena featureF' is integratedinto
aprogramP. This formulatesfeatureintegrationasdefinedin [10]
andsummarisedn Section3.3 of this paper Notethat P + F is a
programin itself soits abstractepresentatiors equialert to thatof
Definition 1. Also note that we assumewithout loss of generality
thatVr C Vp; if aprogramdoesnotexplicitly specifythebehaiour
of avariable,its behaiour is assumedo be non-determinisic.

Definition 3 (Abstract Representationfor a Featured Program,

P + F) LetP andF bedefinedasin Definitions1 and 2 respectively
SinceVp \Vp =0,z € Ve NVporz € Vp\ Vp. P+ F is defired

asfollows:

Suppeez; € Ve N Vp. Then:

(zi {aij = Bij |1 < j <mai}
U{ﬁal/\d)lk—)Alkllgkfll})G(P—l-F)

wheea; = V;”:"l Qi .
Suppeez; € Vp \ Vr. Then:

Example9 Theabstact represenation for the featured program of
Example6 is asfollows:

{switch : {evening_hours — {on},
—evening_hours A (switch = on) — {off },
—evening_hours A =(switch = on) — {on, off },

evening_hours : {1 — {0,1}}

For thedenotation[ P] of P, we needsomesetsof atomicpropo-
sitions.

Ve = {z; | 1 <14 < nwheren is thenumberof variablesn P}
Npo; = {zi, | v € type(z;)}, for eachz; € Vp.

type() denotesa finite set of possiblevaluesfor z, e.g.if z is
booleantype() = {0,1}. Vp containsthe propositionsdenotingthe
currentvaluesof variables.Thereis a set Np , for eachvariable
x € Vp which containspropasitions relating to the possiblenext
valuesfor x accordingto its type.

Now we arereadyto look at the formal denotationof P, F and
P+ F.

Definition 4 (Denotation of an SMV Program, P) Let P be de-
finedasin Definition 1. Then:

n 1;
[P1= A\ A\ (@i = Aziwn \-zi)

i=1j=1 vEA;; v Aj

U
wheez; , € Npa;.

Example 10 Thedendation of the abstiact program of Example7
is thefollowing:

((switch = on) — switchig A —switchi,,)A
(= (switch = on) — switch,,, A switchyy)

Definition 5 (Denotation of a Feature,F) Let F be definal as in
Definition2. Then:

no m;
IIF]] = /\ /\(O:ij — /\(E;,v A /\“33;,@)
i=1j=1 vEB;j; v€Bjj;

wheez! , € Npg,;.

Example 11 Thedendation of the abstract featule of Example8 is
thefollowing:

evening_hours — switch’, A ﬂswitch'oﬁ

Lemma 1 (Denotation of a Featured Program,P + F) Let P and
F bedefiredasin Definitions1 and 2 respectivelyThen:

n  m;
[P+ Fl= A\ (ais = Aziw A \-2i)A
i=1 j=1 vEB;; v¢Bj;;

5

N\ ai Agi; = N\aiw A N\ -2i))A

j=1 VEA;; vVEA;;
n 1;
AN @i = Azio A N\-2i0)
i=1 j=1 vEA;; vEA;;

whee o; = V;.’L:il ag; andz}, € Npyra;.

Example 12 Thedenotationof theabstract featured programof Ex-
ample9 is thefollowing:

evening_hours — switch’,, A ﬂswitchloﬁ)/\

(
(—evening_hours A (switch = on) — switch,g A —switch.,,) A
(—evening_hours A —(switch = on) — switch,,, A switch,z)A

(

. ! - !
evening_hours, A evening_hours;)

4.2 Proving the Update Axioms

In this section,we prove thatthe eight rationality postulategor up-

datearetrue of the theoreticalformulation of featureintegrationas
presentedn Section4.1. We give a definitionandour theorem,and
thenin theproof sectionwe summariséheproofsfor eachpostulate.

Definition 6 We defire the updae opefator on formulaswhich are
denotationsof programsand featues.Lety = [P] andp = [F].
Themp o u = [P + F]J.

Theorem.Let v, 11, ¥2 bedenotation®f programsandy, p1, pe,
¢ bedendationsof featuresThenthe axioms(U1)-~(U8) hold.

Proof. In view of spaceconstraintsye give a sketchproof for only
afew of theaxioms.Thefull proofsarepresentedh alongerversion
of this paperwhich is availablefrom our webpage

e (U2): We needto prove thatif [P] implies[F] then[P + F] is
equialert to [ PJ.



— The— direction.For eachvariable,z, therearetwo casesx €
Vr orz € Vp \ V. In thelattercase [ P] is trivial (from the
third line of [P + F] in Lemmal). Theformercasesplitsinto
two furthercases:

1. F istriggered.In this casewe know that,for every« — B
clausefor z in [F] (Definition 5) thereis a¢ — A clause
for z in [P] (Definition 4) suchthat¢ — A impliesa —
B (becausd P] — [FT]). As the ¢-expressioss are covering
and exclusive, the clausesof the first line of [P + F] will
cover the caseswhich arenot coveredby the secondine of
[P + F] (andonly those).For thesefirst-line caseswve know
that A — B holds,andbecawse A and B are completeover
the samevocahulary, A — B iff A «» B. Soin thefirstline
of [P+ FJ, thepartof [ P] whichis notcoveredin thesecond
andthird linesof [P + F7, is covered.

2. F defersto P. Again, [P] is trivial in this case(from the
secomr line of [P + F1).

— The « direction.Again, the main non-trvial caseis 1. asbe-
fore, i.e. for x € Vr when F is triggered.However, this is
straightforvardbecausghaving assumeP] — [F] and[P],
we get[F'] and,for thiscaseijt is only thefirstline of [P + F]
which we needto prove.

Sowehave [P + F] «+ [P].

(U5): For this, we have definedthe operationrand ontwo features,

F} and F5, andproved Lemma2.

Definition 7 (The and Operation on Features) Let F; and F»
bedefinal asfollows:

F1 = {:L‘1 : {a11 —)Bll,...,alml —)Blml},...,
Zn : {@n1 = Bai, ..., Qnm, — Bnm, }}
Fy = {1131 : {’Yll —)011,...,’)/111 —)Clll},...,

Ty i {Yn1 = Cnt,y ooy, Ynt, = Cni }}
Suppeez; € Vr, \ Vr,. Then:
(i : {aij = Bij | 1 < j < mi}) € (FrandFy)
Suppeez; € Vr, \ Vi . Then:
(zi s {yie = Cix | 1 <k < L;}) € (FiandF?)
Suppeex; € Vi, N VE,. Then:

(@i : {asj Avie = E(Bij, Cir) | 1 < j <myy, 1 <k < i}
I
U{asj A=\ 7ie = Bij | 1< <mi}
k=1

U {ﬁ V aij NYig = Cix | 1<k< lq,}) € (Flansz)
j=1
X fX=Y

WheleE(X,Y):{ 0 ifX£Y

Lemma?2 [FiandF:] < [Fi] A [F2]

(U7),(U8): For theseproofs,we have definedthe operationor on
two programs,.P; and P,, and on two features,F; and F> and
proved Lemmas3.

Lemma3 |IP10I’P2]] — |IP1]] \Y |IP2]] and |IF1OI’F2]] — |IF1]] \Y
[F>].

5 CONCLUSIONSAND FUTURE WORK

We have formulatedSMV andits featureconstructin propositional
logic andproved thatthe eightrationality postulatedor updatehold

in this context. This formalisesarelationshipwhich hadbeenrecog-
nisedpreviously, but never investigatedn depth.Now we have es-
tablishedthatthisrelationshipexistsbetweerthetwo areasthereare

variousdirectionsin whichwe couldtake ourwork. Wewouldliketo

furthergeneralisavhatwe have doneto includethe TREAT clauses
of the featureconstruct.We could alsolook at otherappro@hesto

featureintegration.

Anotherideais to investigatewhetherthe knowledge that feature
integrationis an updateoperationenableaus to predictexactly how
thesystemwill be alteredwhena featureis integrated We intendto
draw on therepresentatiotheoremdor updae (in [5]) to provide a
soundsemanticdor featureintegration.This may, in turn, helpusto
predicthow featureswill interact.Furthermorethiswill enableusto
develop a classificationof featuresin termsof how disruptive they
areto thebasesystem.
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